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Abstract. Innovation in today’s mechanical systems is often only pos-
sible due to the embedded software. Particularly, the software connects
previously isolated systems resulting in, so-called, advanced mechatronic
systems. Mechatronic systems are often employed in a safety-critical con-
text, where hazards that are caused by faults in the software have to be
prevented. Preferably, this is achieved by already avoiding these faults
during development. A major source of faults is the complex coordi-
nation between the connected mechatronic systems. In this paper, we
present Real-Time Coordination Patterns for advanced mechatronic sys-
tems. These patterns formalize proven communication protocols for the
coordination between mechatronic systems as reusable entities. Further-
more, our approach exploits the patterns in the decomposition of the
system to enable a scalable formal verification for the detection of faults.
We illustrate the patterns with examples from different case studies.

Keywords: Advanced Mechatronic Systems, Patterns, Coordination,
Communication, Real-Time, MechatronicUML

1 Introduction

Mechanical engineering has a long tradition in sustained development of inno-
vation, e.g., innovation in cars in the last century. However, in the last decades,
software is the driving force for innovation in mechanical engineering as, e.g., in
the automotive domain [17]. Modern mechanical systems are developed by ex-
perts from several engineering disciplines: mechanical engineering, electrical engi-
neering, control engineering, and software engineering. These systems are called
mechatronic systems. Mechatronic systems often operate in a safety-critical con-
text where failures can lead to death or serious injury to people.

Furthermore, previously isolated systems increasingly form systems of sys-
tems where each autonomous part communicate with each other by means of
complex message exchange protocols [16] in an ad-hoc manner. This results in
very complex systems.



(i) RailCabs building a 
convoy

(iii) Robots playing ping-pong without 
using a camera

(ii) BeBots exploring the area 
together

Fig. 1. Examples for advanced mechatronic systems

These trends make the development of advanced mechatronic systems a big
challenge. Thus, appropriate development approaches have to be utilized and
rigorously followed. Particularly, the software has to be subject of rigorous ver-
ification and validation activities.

Figure 1 shows three advanced mechatronic systems developed at the Uni-
versity of Paderborn in the last couple of years. On the left, two autonomous
shuttles of the RailCab systems are shown. RailCab shuttles are autonomous
railway vehicles which combine the flexibility of individual transport with the
energy efficiency of public transport systems. They save energy by forming con-
voys which reduce the air resistance. In the middle, two miniature robots called
BeBots are shown. BeBots form ad-hoc networks in order to jointly execute
tasks. The robots can collectively agree on taking different roles to achieve the
common task. On the right, two cooperating robots are shown which play ping-
pong. They do so without any external global camera system but instead rely
on the timely exchange of position, velocity, and trajectory of the batted ball.

In all three advanced mechatronic systems, coordination plays an impor-
tant role because they consist of independent, communicating actors (e.g., au-
tonomous mechatronic systems), who join their efforts towards mutually defined
goals (cf. [15]). For example, the communication actors decide on a common
strategy (e.g., activating the convoy) or they decide on a master who delegates
tasks to the slaves. These coordination aspects require sophisticated coordination
protocols.

We developed the coordination protocols for these systems based on the
patterns presented in [10, 6–8] in order to exploit the vast amount of existing
experience. The patterns listed in these approaches proved to be very helpful
in developing our systems. However, they lack a formal description which may
lead to the introduction of errors in the application to new systems. As we focus
on safety-critical mechatronic systems, a pattern approach which avoids this
introduction of errors in the first place is beneficial in order to guarantee the
safety of the system.

Based on that experience, we developed Real-Time Coordination Patterns
which formalize coordination protocols for mechatronic systems with a particular
focus on safety properties and hard real-time constraints. Furthermore, protocols
that are based on these patterns enable to decompose the mechatronic system
in such a way that a scalable formal verification using model checking can be



employed. This is possible because of our previous work on compositional verifi-
cation [12]. In contrast to the pattern formalism of [12], we further abstract from
application-specific details for a better reusability, define a description format
for the patterns, and have build up a catalog of patterns.

In summary, the contribution of this paper is as follows: (1) we present Real-
Time Coordination Patterns as formal representation of reusable coordination
protocols, (2) we present formal refinement steps which define how these patterns
are applied and refined, and (3) we report on a case study in which the approach
was applied to the aforementioned cooperating robots example.

Section 2 presents MechatronicUML, which is the foundation for our ap-
proach. In Section 3, we introduce Real-Time Coordination Patterns that are
patterns for Real-Time Coordination Protocols. We show how these patterns
are applied to new systems in Section 4. Thereafter, we present the cooperating
robots case study in Section 5. Next, we distinguish our results from related work
in Section 6. Finally, we conclude with an outlook on future work in Section 7.

2 MechatronicUML

MechatronicUML [3] is a language for the model-driven design of software of
advanced mechatronic systems. It follows the component-based approach where
each component encapsulates a part of the software. In advanced mechatronic
systems, the components that constitute the software do not work in isolation,
but they have to coordinate their actions using communication for achieving the
intended functionality of the system. Therefore, each component defines a set of
external interaction points, which we call ports. Components can communicate
via their ports if a connector connects them.

A connection between two components implies that they are able to commu-
nicate correctly. The protocol definition formally defines the message exchange
and the timing constraints that the message exchange needs to adhere to. In
MechatronicUML, a protocol is defined by a pair of communicating roles and
a connector. We call it a Real-Time Coordination Protocol. We describe the
behavior of each role with a Real-Time Statechart.

Real-Time Statecharts are an extension of UPPAAL timed automata [5] to
support, e.g., modeling of worst-case execution times and deadlines for actions.
Real-Time Statecharts especially support the specification of asynchronous mes-
sages as well as real-time constraints. In addition, Real-Time Statecharts may
define variables and operations that are required for the communication. Their
semantics is defined by a mapping to UPPAAL timed automata [11].

Figure 2 shows an example of a Real-Time Coordination Protocol named
Convoy Coordination which is used for coordinating a convoy of RailCabs. The
behavior is as follows: Initially, both Real-Time Statecharts are in the states
NoConvoy/Default. Then, the rear RailCab, i.e., the RailCab driving behind, may
switch to state Waiting by sending an asynchronous message convoyProposal to
the front RailCab to initiate the convoy build-up. The front RailCab receives this
message and switches to EvaluateProposal. In this state, the front RailCab decides
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Fig. 2. Real-Time Statecharts of Real-Time Coordination Protocol Convoy Coordina-
tion

whether a convoy is useful or not. The decision depends, among others, on how
long both RailCabs share the same route. For this reason, the rear RailCab sends
the ID of its destination as a parameter of the convoyProposal. Within 599ms,
either the front RailCab rejects the proposal by sending convoyProposalRejected or
it accepts by sending startConvoy. In the first case, both Real-Time Statecharts
return to the Default states. In the second case, both Real-Time Statecharts
switch to state convoy. For avoiding a deadlock in the rear RailCab, it specifies a
time out in state Waiting which causes it to return to Default after 1000ms. The
transition, however, has lowest priority (indicated by 1) such that a message
will be considered if it has been received. While being in state Convoy, the rear

RailCab may propose to break the convoy by sending breakConvoy, which causes
both to return to the NoConvoy/Default state. The transition from Convoy to
EvaluateProposal is needed to prevent deadlocks in case of message loss.

The protocol definition in MechatronicUML explicitly considers that a
transmission of a message from sender to receiver takes time. Therefore, the
connectors may receive a transmission delay. In our example, we assume a trans-
mission delay of up to 200ms.

In many cases, the communication of the components is safety-critical, i.e., a
malfunctioning communication may cause severe damage to property or human
lives. For example in case of the convoy coordination, RailCabs may collide if
the RailCab driving behind assumes to be in convoy mode while the RailCab
driving in front does not. In convoy mode, the RailCab driving in front must
notify its follower before braking. If the RailCab driving in front is not in convoy
mode, it will not send the notification. Thus, we must ensure that the RailCab
driving behind, i.e., the rear role of the protocol, only enters the state Convoy if
the front role is in state Convoy as well. We formalize such properties using the
Timed Computation Tree Logic (TCTL) [1]. Thus, the aforementioned property
is formalized as AG rear.Convoy implies front.Convoy.



The properties are formally verified using timed model checkers like UP-
PAAL [4]. In our verification, we explicitly consider the delay of the connector
as well as the case that messages may be lost, e.g., when using an unreliable
transmission medium. In addition, we assume that messages are not reordered
during the transmission and that they are stored in a FIFO-queue allowing only
access to the first element. The protocol introduced in this section remains safe
w.r.t. the specified property and free of deadlocks.

The behavior of a component constitutes from the Real-Time Statecharts of
the ports. In addition, the component may provide additional internal behavior,
e.g., for resolving conflicts between different ports or for providing additional
operations as discussed in Section 4.

In most cases, the system under construction cannot be verified as a whole us-
ing model checking because of the state space explosion problem (the number of
reachable states is often exponential in the size of the specification). To achieve
a scalable formal verification, we use the compositional verification approach
of [12]. Here, we verify each Real-Time Coordination Protocol separately be-
fore verifying each component. This is enabled by clearly separating component
internal behavior and communication behavior using Real-Time Coordination
Protocols.

3 Patterns for Real-Time Coordination Protocols

In MechatronicUML, connectors are first class entities. Therefore, the focus
within the first process steps is to design the coordination and communication
behavior. Based on given requirements, the developer has to specify one Real-
Time Coordination Protocol per connector. While doing so, he has to ensure
that it is free of faults despite hard real-time constraints, message delay and
the possibility of message loss. Although the developer is able to identify faults
regarding the behavior description using model checkers, removing the faults
is a non trivial task. In general, specifying a Real-Time Coordination Protocol
is very complex and thus, very time-consuming and error-prone. Moreover, the
intention of an already existing protocol is often hard to grasp.

While modeling Real-Time Coordination Protocols for different advanced
mechatronic systems, we identified that the coordination is based on recurring
use-cases. This applies for the coordination between autonomous systems, but
also for the coordination between components within one system. Therefore, we
define general, reusable solutions for these recurring use cases (we call them
Real-Time Coordination Patterns). These patterns support the developer by
offering solutions that contain formal models and a comprehensive documenta-
tion. By doing so, our goal is to increase the quality of the resulting Real-Time
Coordination Protocols as well as the efficiency of their development.

3.1 Real-Time Coordination Patterns

In general, a pattern within software design “provides a scheme for refining the
subsystems or components of a software system, or the relationships between



them. It describes a commonly recurring structure of communicating components
that solves a general design problem within a particular context” [6].

A Real-Time Coordination Pattern describes a well-proven, reusable, and
formal solution to a commonly occurring coordination problem within the do-
main of advanced mechatronic systems. These systems communicate under hard
real-time constraints in a safety-critical environment. Hence, Real-Time Coordi-
nation Patterns are a special kind of software patterns and support inexperienced
developers in specifying Real-Time Coordination Protocols. A Real-Time Coor-
dination Pattern is defined such that it respects certain safety properties, which
can be formally verified using model checkers. Moreover, if a developer defines
coordination protocols based on our patterns, the system under construction can
be fully verified based on our compositional verification approach [12].

A Real-Time Coordination Pattern abstracts from application-specific details
to be reusable in different scenarios. For example, time parameters are defined
instead of concrete time values. However, the correctness of a protocol depends
on real-time constraints and properties of the connector (e.g., reliability) and
is therefore not automatically correct for all possible time parameters and all
connectors. Thus, we define the steps a developer has to execute for each pattern
to get a correct protocol (see Section 4).

The Real-Time Coordination Patterns that we identified so far are collected
and described within a pattern catalog [9]. Currently, the catalog consists of
eight patterns. A briefly overview of those follows:

Synchronized Collaboration synchronizes the activation and deactivation
of a collaboration of two roles. The pattern assumes that a safety-critical situa-
tion appears if the role, which initialized the activation, is in collaboration mode
and the other role is not in collaboration mode. Therefore, the pattern ensures
that this situation never happens.

Fail-Safe Delegation realizes a delegation of a task from a master role to
a slave role. The slave executes the task in a certain time and answers regarding
success or failure. If the execution fails, no other task may be delegated until the
master ensures that the failure has been corrected. Moreover, only one delegation
at a time is allowed.

Fail-Operational Delegation realizes a delegation of a task from a master
role to a slave role. The slave executes the task in a certain time and answers
regarding success or failure. The pattern assumes that a failure is not safety-
critical, though only one delegation at a time is allowed.

Master-Slave-Assignment is used if two systems can dynamically change
between one state in which they have equal rights and another state in which
one is the master and the other one is the slave.

Periodic Transmission can be used to periodically transmit information
from a sender to a receiver. If the receiver does not get the information within a
certain time, a specified behavior must be activated to prevent a safety-critical
situation.



Producer-Consumer is used when two roles shall access a safety-critical
section alternately. For example, one produces goods, the other consumes them.
The pattern guarantees that only one is in the critical section at the same time.

Block Execution coordinates a blocking of actions, e.g., due to safety-
critical reasons.

Limit Observation is used to communicate if a certain value violates a
defined limit or not.

3.2 Description Format of our Patterns

For describing our patterns, we defined a uniform description format such that
a developer can understand, compare, and use our patterns more easily.

Several popular description formats for software patterns already exist [6,
10]. We analyzed how well they fit to our patterns and, hence, decided to choose
the format of Buschmann et al. [6] and adapt it to our needs.

We use all attributes of their description format except of implementation
and example resolved because we propose to use code generators and resolve
our example already within the other attributes. Furthermore, we divide the
attribute see also into the two attributes alternative patterns and combinability
because these are two different contents, which are easier to find and understand
for the developer if they are separated from each other. At last, we add the
attribute verification properties to explain the verification properties that must
hold for the pattern.

To conclude, Real-Time Coordination Patterns are described with the fol-
lowing attributes: name (including a short summary), context, problem, solution,
structure, behavior, verification properties, consequences, examples, variants, al-
ternative patterns, and combinability.

3.3 Example: Synchronized Collaboration

The Real-Time Coordination Protocol Convoy Coordination (Fig. 2) is a good
solution when two communicating actors have to synchronize the (de-) activation
of a concrete collaboration. Therefore, we abstracted it from all its application
specific details and defined the Real-Time Coordination Pattern Synchronized
Collaboration (Fig. 3). We will now give a short description for this pattern. We
omitted the attributes variants, alternative patterns, and combinability because
of the limited space of the paper. The full description can be found within our
pattern catalog [9].

Name: Synchronized Collaboration (also known as: Strategy Coordination)

This pattern synchronizes the activation and deactivation of a collaboration of
two systems. The pattern assumes that a safety-critical situation appears if the
system that initialized the activation is in collaboration mode and the other
system is not in collaboration mode. Therefore, the pattern ensures that this
situation never happens.
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Fig. 3. Structure and behavior of Real-Time Coordination Pattern Synchronized Col-
laboration

Context: Two independent systems can dynamically collaborate in a safety-
critical environment.

Problem: Switching between collaboration and no collaboration adds hazards.
It may be the case that one system assumes they are working together while the
other one does not think so. This must be avoided. The possibility for this prob-
lem occurrence increases, if the communication is asynchronous and the com-
munication channel is unreliable. This patterns assumes that the safety-critical
situation only occurs, if system s1 assumes they are working together and sys-
tem s2 does not think so. The other way round is considered as not safety-critical.

Solution: Define a coordination protocol that enables to activate and deactivate
the collaboration while it considers the given problems. The systems act with
different roles: System s1 is the master and system s2 is the slave. The master
initiates the activation and the deactivation. The activation is a proposal so that
the slave can decide whether the collaboration is possible and useful. The deac-
tivation is a direct command so that the master can deactivate the collaboration
as soon as it is no longer useful.

Structure: The pattern consists of the two roles master and slave and a connector
(Fig. 3). The master may send the messages activationProposal and deactivation to
the slave. The slave may send the messages activationAccepted and activationRe-

jected to the master. The time parameter of the master role is $timeout, the time
parameter of slave role is $eval-time. The connector may lose messages. The delay
for sending a message is defined by the time parameters $delay-min and $delay-max.

Behavior: The Real-Time Statecharts of both roles are shown in Fig. 3. A short
description is as follows: First, the collaboration is in both roles inactive. The
slave is passive and has to wait for the master to decide to send a proposal for
activating the collaboration. In this case, the slave has a certain time to answer



if he accepts or rejects the proposal. If the slave rejects, the collaboration will
remain inactive. If the slave accepts, he activates the collaboration and informs
the master so that he also activates the collaboration. If the master receives
no answer in a certain time (e.g. because the answer of the slave got lost), he
cancels its waiting and may send a new proposal. Only the master can decide
to deactivate the collaboration. He informs the slave so that he also deactivates it.

Verification Properties: There will never be a deadlock within the protocol:
AG not deadlock. If the master is in state CollaborationActive, then the slave
must always be in state CollaborationActive:
AG master.CollaborationActive implies slave.CollaborationActive.

Consequences: Both roles must have a pre-defined behavior when the collabora-
tion is active or inactive. At run-time, the behavior must be adapted accordingly,
because master and slave decide on this defined behavior to activate or deac-
tivate the collaboration. Moreover, the slave cannot deactivate the collaboration.

Examples: Two RailCabs are driving on the same track. The rear RailCab wants
to create a convoy to take advantage of the slipstream. However, it has to drive
with a small gap to the front RailCab. Therefore, the rear RailCab cannot avoid
a collision, if the front RailCab brakes hard without informing the rear RailCab.
Synchronized Collaboration enables to build a secure convoy if the rear RailCab
acts as the master and the front RailCab acts as the slave and the rear RailCab
only drives with a small gap as long as the convoy collaboration is active.

4 Developing Advanced Mechatronic Systems using
Real-Time Coordination Patterns

In this section, we illustrate how a developer may use the provided Real-Time
Coordination Patterns during the development of a concrete system. The general
process for each pattern is depicted in Fig. 4.

The developer starts with the requirements for the coordination protocol.
Based on these requirements, the developer selects a Real-Time Coordination
Pattern which suites the requirements in Step 1. In Step 2, the developer may
adapt the Real-Time Coordination Pattern to the concrete domain of the system
under development. We call this an application-specific adaptation which we de-
scribe in detail in Section 4.1. At the end of Step 2, we perform model checking
to ensure that all verification properties are met. The result is a Real-Time Co-
ordination Protocol. In Step 3, this protocol is applied to the components of the
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Fig. 4. Process for Developing with Design Patterns



system to specify their communication. That requires an implementation-specific
refinement which we introduce in Section 4.2. The correctness of the refinement
is ensured by a refinement check. Finally, the result is a MechatronicUML
model of the system under construction.

4.1 Application-specific Adaptation

Real-Time Coordination Patterns are intended to be reused in different appli-
cations that operate in different domains. Consequently, they abstract from all
application-specific details, e.g., concrete timing information, and use generic
names for states and messages. The Real-Time Coordination Pattern Synchro-
nized Collaboration in Fig. 3 gives an example.

When applying a Real-Time Coordination Pattern to an application of a
specific domain, the developer needs to specify concrete values for all time pa-
rameters and the properties of the connector. That includes message delay, con-
sideration of message loss, and the concrete implementation variant of a buffer.

Besides the mandatory steps described above, the developer may adapt the
Real-Time Coordination Pattern to the application. This adaptation includes:
(1) renaming elements (protocol, roles, states, messages, clocks, variables, oper-
ations) to concretize their application-specific meaning, (2) adding new message
parameters, (3) changing the state hierarchy (increasing or flattening), (4) adding
variables and clocks, and (5) splitting transitions into several transitions with
intermediate states. Further adaptations, e.g., adding entirely new states, tran-
sitions, and messages, change the solution provided by the pattern significantly.
Then, it cannot be assured that the verification properties are still meaningful
and sufficient for guaranteeing the safety of the resulting protocol.

After executing all adaptation steps, we obtain a Real-Time Coordination
Protocol for the specific application. Given the essential timing information, we
can perform model checking on the Real-Time Coordination Protocol to ensure
that it satisfies all verification properties specified in the pattern definition. The
model checking task is carried out by a timed model checker, e.g., UPPAAL [4].

4.2 Implementation-specific Refinement

In this step, we assign the resulting Real-Time Coordination Protocols to the
components of the system under construction to define their communication. The
assignment of a Real-Time Coordination Protocol to a component requires to
integrate it with the internal behavior of the component and to resolve conflicts
or dependencies between several protocols. As an example for such dependencies,
consider the RailCab system. A RailCab may only enter the convoy mode if it
is correctly registered at a track side control unit. The registration is performed
by another Real-Time Coordination Protocol.

The assignment of a protocol to a concrete component might also require the
implementation of component-specific operations. In our example, the front role
of the convoy coordination protocol needs to be extended by an implementation
that determines whether a convoy is useful or not. The changes which are applied



to a Real-Time Coordination Protocol must not invalidate the verified safety and
liveness properties which is achieved by a refinement.

The changes which we allow for the implementation-specific refinement are
so-called lightweight changes only. The lightweight changes that we support are:
(1) adding deadlines to transitions, (2) adding actions to states and transitions,
(3) adding synchronizations, and (4) splitting transitions into a sequence of states
and transitions. We allow to add invariants to the states and time guards to the
transition that originate from splitting transitions.

After applying the lightweight changes, we need to verify that they have
been applied correctly. Model checking the whole Real-Time Coordination Pro-
tocol, again, is costly and not necessary in this case. Instead, we only need to
verify that each role of the Real-Time Coordination Protocol has been refined
correctly. That requires the refined role to be checked against the role obtained
after application-specific adaptation. If the refinement has been done correctly,
the Real-Time Coordination Protocol with the refined role fulfills all verified
properties. In [13], we have shown that checking for correct refinement of a
single role is more efficient than a repetition of the verification of the whole
Real-Time Coordination Protocol. Formal definitions for refinements of timed
automata have been introduced in [19] and [13].

5 Case Study: Cooperating Robots

After we collected a set of eight Real-Time Coordination Patterns, we started a
case study to answer the following questions: (1) Are our patterns reusable? (2)
Is our pattern catalog including our pattern description format helpful? (3) Is
our proposed process after selecting a pattern appropriate?

Our new case study were the cooperating robots (Fig. 1 (iii)) that have to
play ping-pong using different squash balls without needing a camera to trace the
ball. Instead, the two fully independent robots use contact sensors to trace the
ball and use communication to inform each other. Among others, the following
requirements were defined: (1) Initially, one of both robots receives the ball. (2)
Balls with different properties should be supported. (3) The robot that initially
receives the ball, first has to juggle it alone to identify the ball properties. (4)
The game is restricted to a maximum of 30s. (5) The robot that initially receives
the ball has to ensure that the other robot must be ready and knows the ball
properties before the ball is hit to it. Otherwise, the other robot cannot hit the
squash ball correctly or will not perform a hit at all. Both problems lead to an
unwanted behavior.

A computer science student, who has basic knowledge regarding model-driven
development, carried out the design of the MechatronicUML model and es-
pecially the modeling of the coordination and communication. We gave him a
detailed introduction of MechatronicUML, our existing case studies including
the documentation and our pattern catalog. Afterward, we defined the require-
ments of the application. The student worked primarily on his own except some
questions of him regarding the given documents.
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c_eval ≤ 1800ms

entry / {reset:c_eval}

2

activationProposal() /1 2

evalGameStart(ballParams)!
gameProposal(ballParams) /

21

AG not deadlock
AG master.CollaborationActive implies 
slave.CollaborationActive

AG not deadlock
AG ping.Gaming implies pong.Gaming

Fig. 5. Real-Time Coordination Protocol Game Coordination that is adapted and re-
fined for the coordination of the cooperating robots

As a result, the student defined four Real-Time Coordination Protocols to
realize the robot-to-robot communication. Two are based on Real-Time Coor-
dination Patterns, namely: Master-Slave-Assignment, and Synchronized Collab-
oration. One of the two non pattern-based protocols is a good solution for an
alternating transmission. Thus, we want to abstract it to a new pattern. Regard-
ing the internal communication within each robot, the student used just three
protocols to define all 13 internal connectors. Two of them were patterns and
the third is a good candidate for a new pattern.

For example, the student selected the pattern Synchronized Collaboration to
synchronize the start and the end of the game between the robots while ensuring
that the robot that initially receives the ball may only start the game if the
other robot is aware of that and does know the ball properties. He adapted the
pattern to the Real-Time Coordination Protocol Game Coordination (Fig. 5), e.g.,
he defined the time variables, renamed some elements, and added a new invariant
for state Gaming of statechart ping to restrict the length of the game. The model
checker did not found any errors within the resulting protocol. Therefore, the
student assigned the protocol to a connector and refined it by synchronization
channels to integrate it with the internal behavior of the connected components.

Concluding, the student successfully reused our Real-Time Coordination Pat-
terns, adapted them to Real-Time Coordination Protocols, and reused these pro-
tocols, but with different refinement-variants. Regarding the pattern catalog, the
student found the description and its format fitting and on the correct level of
abstraction. The student was able to carry out the steps of our proposed pro-
cess, which defined the application-specific adaptation and the implementation-
specific refinement, in an efficient manner.



6 Related Work

Patterns regarding the coordination and communication between classes, com-
ponents, and systems already exist and were a great help for defining our own
patterns. However, most of them only illustrate the communication informally
using sequence diagrams. If at all, they only define simple timing behavior. Ex-
amples for these are the patterns Chain of Responsibility, Command, and Ob-
server by Gamma et al. [10] and the patterns Master-Slave, Forwarder-Receiver,
Client-Dispatcher-Server, and Publisher-Subscriber by Buschmann et al [6]. In
contrast to these pattern systems, we formally specify the coordination using
Real-Time Statecharts. Using them, the messages a communication participant
may receive and send depend on its current state and on additional real-time
constraints.

Real-Time Coordination Patterns are protocol patterns for the domain of
advanced mechatronic systems. Other domains-specific languages also defined
patterns for communication, e.g., in the domain of multi-agent-system. For ex-
ample, AgentUML is a modeling language to specify agent interaction protocols
[2]. For such protocols the Foundation of Intelligent Physical Agents defined so-
called protocol templates, e.g., the Propose Interaction Protocol, which proposes
an interaction that can be accepted or rejected. Agent interaction protocols com-
bine sequence diagrams with the notion of state diagrams, though they do not
support real-time constraints that are mandatory in our domain of advanced
mechatronic systems.

Douglass [7, 8] defined real-time design patterns for the collaboration between
components, e.g., Watchdog. The behavior is described by UML state machines
including useful real-time constraints and message exchanges. However, our be-
havior is described using Real-Time Statecharts, which are more expressive (e.g.,
they can define how long a state may be active). Furthermore, Douglass does
not define how a developer may adapt this pattern for his application.

We define our patterns in a formal way and describe the process of their sub-
sequent adaptation and refinement. Taibi et al. [18] describe several approaches
regarding the formalization of patterns and their subsequent refinement, but
they do not focus on coordination protocols of advanced mechatronic systems.

In contrast to the mentioned related work, our patterns consider safety-
critical situations (in the domain of advanced mechatronic systems) that must
not happen. They offer a solution which ensures that these situations never ap-
pear. Furthermore, we define a process that preserves these characteristics during
the application of the pattern.

7 Conclusions and Future Work

In this paper, we proposed patterns for Real-Time Coordination Protocols, which
we call Real-Time Coordination Patterns. They describe safety-critical problems
that appear when a developer designs the coordination through communication
between advanced mechatronic systems. Furthermore, our patterns suggest a



solution that is reusable in different applications and specifies the behavior in
such a way that it can be proven regarding safety-critical requirements. We
used a real application example to explain the need of our patterns. Moreover,
we defined how developers should develop the coordination when they use our
patterns. We identified eight patterns through several case studies and were
able to reuse them in a new case study. We mainly differ from existing pattern
systems, because we specify safety-critical requirements that our patterns ensure.

Our patterns may help developers to increase the quality of coordination
protocols for advanced mechatronic systems and to improve the efficiency devel-
oping them.

Several topics require further investigations: (1) We have to carry out a com-
prehensive evaluation to confirm our results. (2) We want to examine more case
studies for advanced mechatronic systems to identify additional Real-Time Coor-
dination Patterns. (3) In this paper we only introduced patterns for a one-to-one
communication. However, Real-Time Coordination Protocols for one-to-many
and many-to-many communication also exist. Therefore, we want to extend our
catalog with such patterns. (4) To enable a developer to improve the search
for an appropriate pattern, we are currently designing an ontology to store our
patterns within the Semantic Web as suggested in [14]. Afterward, we want to
enable the developer to search after patterns within our MechatronicUML
modeling tool Fujaba Real-Time Tool Suite. (5) Our patterns have many vari-
ants. Therefore, we want to define a feature model for each pattern so that a
developer may select a feature configuration and the system automatically con-
structs the corresponding structure, behavior model, and verification properties.
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