
HAL Id: hal-01529448
https://inria.hal.science/hal-01529448v1

Submitted on 30 May 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Principal Process Analysis and reduction of biological
models with order of magnitude

Stefano Casagranda, Jean-Luc Gouzé

To cite this version:
Stefano Casagranda, Jean-Luc Gouzé. Principal Process Analysis and reduction of biological mod-
els with order of magnitude. IFAC World Congress, International Federation of Automatic Control
(IFAC). AUT., Jul 2017, Toulouse, France. 15968 p., �10.1016/j.ifacol.2017.08.2241�. �hal-01529448�

https://inria.hal.science/hal-01529448v1
https://hal.archives-ouvertes.fr


Principal Process Analysis and reduction of
biological models with order of magnitude

Stefano Casagranda ∗ Jean-Luc Gouzé ∗
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Abstract: We present a simple method that allows to analyze the biological processes of a
dynamical model and classify them. Along the system trajectories, we decompose the model
into biological meaningful processes and then study their activity or inactivity during the time
evolution of the system. The structure of the model is then reduced to the core mechanisms
involving only the active processes. The initial conditions are supposed to lie in some rectangle,
that could represent one order of magnitude for the variables. Keeping only the active processes,
we obtain the principal processes in the rectangle and then in the adjacent rectangles where the
trajectories may have a transition. Finally we obtain a partition of the space with a reduced
model within each rectangle. We apply these techniques to a classical model of gene expression
with protein and messenger RNA.

Keywords: Biological models, model reduction, dynamical systems, process analysis, gene
expression.

1. INTRODUCTION

Mathematical models are relevant in understanding com-
plex problems in numerous biology domains. A significant
progress in modeling and parameter estimation approaches
has lead to more and more complex kinetic models of cel-
lular networks (see Bettenbrock et al. (2006) and Kuepfer
et al. (2007) as examples). The large size and the com-
plexity of these models cause problems for relating the
global behavior of the system to the functioning of specific
cellular processes (e.g RNA transcription, protein degra-
dation, etc...). This information is crucial to understand
what are the cellular processes that are giving a strong
contribution for cellular growth and environmental adap-
tation and when they are at play or not. Efforts in this
direction rely on the reduction of the system complexity,
as reduced models can be more easily analyzed. Sensitivity
analysis is often used to detect model parameters that
are not influential for the system dynamics and that can
be removed (i.e Degenring et al. (2004)). When different
time scales are present, quasi-steady state approximation
is often used to reduce the system dimension because a
certain number of differential equations are substituted by
algebraic equations. Nevertheless, the resulting differential
algebraic system can be still difficult to analyze (Segel
and Slemrod (1989)). Phase plane analysis instead allows
analyzing the asymptotic behavior of kinetic models, but
cannot apply to large systems (Khalil (1996),p. 21).
Other approaches simplify the function that describes the
molecular processes: piece-wise affine differential equations
approximate the sigmoidal functions describing the co-
operativity in the regulation of gene expression, by step
function. However, these simplifications are difficult to
apply to model every types of network, and are restricted
to models of gene expression (Baldazzi et al. (2010)).
We tackle the problem in this study with a mathemati-

cal and numerical approach, by decomposing the system
into processes having a physical meaning, and considering
the contribution of every process to the dynamics of the
system: keeping only the relevant processes, based on a
principal concept of activity/inactivity, we do not change
the main structure of the system, but reduce it to its most
important processes for a given interval of time. Because
this approach is focused on analyzing the processes in a
biological model and keeping only the principal ones to
obtain a reduced model, we call it Principal Processes
Analysis (PPA).
Our method is general and can be easily applied to any
ODE model of biological system: for example, it has been
recently used to reveal the correlation between C cycling
and pesticide degradation in the detritusphere and fungal
dynamics (Pagel et al. (2016)), or to reduce a dynamic
metabolic model of lipid accumulation (Robles-Rodriguez
et al. (2016)).
PPA shares some common features with the work of Apri
et al. (2012), based on the exploration of the parameter
space that leads to admissible system outputs. Their goal
is to find the parameters that contribute the most to the
system output and the ones that are not contained in this
list are removed. The difference is that they search for im-
portant parameters and we look for important processes.
Another work (Petzold and Zhu (1999)) aims at reduc-
ing chemical systems by removing the chemical species
that contribute less to the model output. Their work is
based on stoichiometric coefficients and chemical reactions
and the problem is solved using optimization approaches.
Although their goal is similar, their method is hence re-
stricted to chemical kinetics (see also Bhattacharjee et al.
(2003)). This work also has similarities with the work of
one of the authors (Benôıt and Gouzé (2009)), but this
approach is not oriented toward reduction.
In our previous work (Casagranda et al. (2015)), we started



to develop our technique on two deterministic models. The
first model described the Drosophila Circadian Rhythms
dynamics (Leloup and Goldbeter (1998)): two reduced
models have been created, one for the day period and
the other for the night period, that were able to express
the core of the system without changing significantly its
dynamics. The second model (Kwang-Hyun et al. (2003))
described the inhibition of the activation of RAF by RKIP,
which regulates the ERK signaling pathway: our reduction
analysis showed that the most active process during the
system dynamics influenced the most important variable
found in Petrov et al. (2007).
The results were valid for a fixed set of initial values and
parameter values, and the robustness of this approach
needs to be tested. In this paper we focus on how the
choice of the initial conditions affects the activity of the
processes, resulting into a possible change of the reduced
model.
Instead of a single initial point we consider the PPA on
an entire set of possible initial values. For sake of simplic-
ity and brevity, and because the orders of magnitude of
the variables are very important in biological models, we
consider initial conditions in rectangles representing one
order of magnitude (e.g., the variables are between 1 and
10, or 10 and 100...) and we limit this first approach to the
dimension two. It is however clear that it could be applied
to any rectangular grid, and to any dimensions (but the
notations would be more cumbersome). The plane (x1,x2)
is therefore divided into a logarithmic grid, and we apply
(under some assumptions concerning the monotonicity of
the processes) our method by computing a maximal bound
for the weight of each process within the rectangle. We
only retain the active processes, having a dynamical weight
higher that a fixed threshold δ.
The paper is organized as follows: in Section 2, we present
the technique of reduction for a fixed initial condition, then
compute the weights in the rectangle and finally within
every rectangle of the space that can be reached from the
initial rectangle. In Section 3 we present the gene model
and in Sections 4 and 5 we apply the technique presented
in the previous sections. The conclusions are presented in
Section 6.

2. METHODOLOGY

2.1 Principal process analysis and model reduction

We briefly remind the process analysis and reduction
method (see Casagranda et al. (2015)) for fixed initial
conditions and parameter value. Consider the ODE system
(1) that models a biological network (for example an
intracellular network):

ẋ = f(x, p) (1)

where x = (x1, x2, .., xn) ∈ Rn is the vector of concentra-
tions of the components, x0 = (x01, x02, ..., x0n) ∈ Rn is
the vector of initial conditions and p ∈ Rb is the vector of
parameters. It is possible to decompose each equation into
a sum of biological processes:

ẋi =
∑
j

fi,j(x, p) (2)

where fi,j(x, p) represents the jth process involved in the
dynamical evolution of the ith variable of the system over
a period of time [0,T].
In order to compare the influence of the different processes
fi,j(x, p) in the evolution of each variable xi, we associate a
relative weight with each process to make it dimensionless:

Wi,j(t, p) =
|fi,j(x(t), p)|∑
j

|fi,j (x(t), p) |
(3)

where 0 ≤Wi,j(t, p) ≤ 1 and
∑
j

Wi,j(t, p) = 1.

Definition: Let the continuous function fi,j(x(t), p) be the
jth process of ẋ(t)i for t ε [0, T ] and let the threshold δ ε
[0,1]. We call a process fi,j(x(t), p) always inactive when
Wi,j(t, p) < δ ∀ t ε [0,T]. We call a process fi,j(x(t), p)
inactive at time t when Wi,j(t, p) < δ. We call a process
fij(x(t), p) active at time t when Wi,j(t, p) ≥ δ.

The first step of the PPA is to identify the always inac-
tive processes and delete them from the original system
(1). The threshold value δ must be chosen between the
range [0,1]: a low threshold avoids neglecting important
processes.
The goal is to obtain a function g(xr) which approxi-
mates the function f(x), that contains a minor number
of processes. Let consider the ODE system g(xr) which
approximates the system (1):

ẋr = g (xr, pr) (4)

where xr = (xr1, x
r
2, .., x

r
n)εRn is the vector of concentra-

tion of the components, x0 is the vector of their initial val-
ues and pεRc, where c ≤ b is the vector of the parameters.
The basic idea of the proposed model reduction method is
based on the following classical theorem: if the vector fields
of two systems are close (f(x) ≈ g(x)), then the solutions
of the original and approximated systems are close during
some time interval under the assumptions on the Lispchitz
conditions listed in Khalil (1996),p. 79,Th 2.5.
After having assigned dynamical weights to every process
and a value to the threshold δ , we follow this rule to obtain
g(xr):
if Wi,j(x(t), p) < δ ∀ t ε [0,T] then gi,j(x(t), p) = 0;
if not, gi,j(x(t), p) = fi,j(x(t), p).
To test the quality of the reduced model g(xr), we nu-
merically compute the global relative error between the
original and reduced model for each variable. It is defined
for the ith variable as:

ei =

∫
|xi(t)− xri (t)|dt∫
|xi(t)|dt

(5)

where xi(t) and xri (t) are respectively the solutions of
the original and reduced systems. This method strongly
depends on the initial condition.

2.2 Principal process analysis and model reduction based
on initial conditions in a rectangle

To increase the robustness of the method, the initial con-
dition is chosen in some region, then we compute if the
activity/inactivity of the process fi,j - and consequently
the reduced system g(xr) - changes.
We divide the variable space into rectangles, and then



apply the technique in each domain: for simplicity, we
consider in this paper a system with two variables (x1, x2)
and a logarithmic subdivision, corresponding to order of
magnitude from the modeling point of view. Every point
θm,n = (θm1 , θ

n
2 ) corresponds the value (10m, 10n): for

example the point θ2,0 = (102, 100) = (100, 1). We call
Bm,n the rectangle delimited by the four vertices θm,n,
θm+1,n, θm+1,n+1 and θm,n+1 (shown in Figure 1): in-
side of it, every process fi,j(x, p) is limited horizontally

fi,j(θ
m,n
1 , p) < fi,j(x, p) < fi,j(θ

m+1,n
1 , p) and vertically

fi,j(θ
m,n
2 , p) < fi,j(x, p) < fij(θ

m,n+1
2 , p).

To compute a global bound for the weights in the rect-

Fig. 1. A generic rectangle Bm,n delimited by the vertices
θm,n, θm+1,n, θm+1,n, θm+1,n+1.

angle, we need the following assumption for the processes.
Below, all the functions are supposed to be locally Lip-
schitz; by “fixed sign”, we mean that the functions are
either non-negative, or non-positive, or zero.

Assumption: ∂fij/∂xk has a fixed sign in Bmn,
∀i, k ∈ {1, . . . , n},∀j; moreover for given i and k,
all the ∂fij/∂xk have the same sign.

In words, it means that all the processes for the velocity
ẋi have a derivative of a fixed sign with respect to any
variable. This assumption is verified for many models.
Because of equation (2), it easily implies the following
corollary.

Corollary: The Jacobian matrix J = Df(x, p) of the
system (1) has a fixed sign inside the rectangle Bm,n.

Remark that the Jacobian matrix is signed, but all the
signs may be different (therefore the system is not mono-
tone in the sense of conservation of partial order between
trajectories). This assumption allows to study the behavior
of the process fi,j(x, p) inside the full rectangle Bm,n,
knowing only the behavior of the process at the vertices
θm,n, θm+1,n, θm+1,n+1 and θm,n+1. Indeed, the mono-
tonicity of each process with respect to any variable implies
that:

Corollary: In the rectangle Bm,n, each process fi,j takes
its maximum and minimum on the vertices of the rectan-
gle.

We note Sm,ni,j the vertex of Bm,n where the process fij is

maximum, and sm,ni,j the vertex of Bm,n where the process
fij is minimum in Bm,n.

Inside Bm,n, a worst-case version of the general weight (3)
is

WW
Bm,n

i,j (p) =
|fi,j(Sm,ni,j , p)|∑
j |fi,j(s

m,n
i,j , p)|

(6)

and normalizing these weights to proportions summing to
one we obtain:

W
Bm,n

i,j (p) =
|fi,j(Sm,ni,j , p)|∑
j |fi,j(S

m,n
i,j , p)|

(7)

The reduction method in Bm,n is now similar to the pre-
vious one: if this weight is smaller than some threshold
δ, then the process is considered as inactive in Bm,n,
and discarded. A reduced model is obtained within each
domain Bm,n by keeping the principal processes.

2.3 Possible transitions between domains

Furthermore, our assumption has strong consequences
concerning the possible transitions between rectangles.
These transitions are conditioned by the vector field on
the boundary (the edges) of each rectangle Bm,n. This
analysis is valid for the full or the reduced model.

Proposition: For i ∈ {1, 2, ..., n}, if ẋi is positive (resp.
negative) on two adjacent vertices, then it is positive
(resp. negative) on the edge between these two vertices.
If the signs are opposite, then the vector field will cancel
somewhere on the edge.

Proof: By Corollary (2), the Jacobian matrix is signed, and
therefore each component of the vector field is increasing
or decreasing along an edge.

Therefore, knowing the values of the processes at the
vertices of the rectangle, allows to study the possible
transitions of solutions x(t) from a rectangle Bm,n into
another adjacent rectangle or into the same rectangle.
As an example, in Figure 2 two different situations are
illustrated. In Fig. 3.A, the solutions of the system x moves
in the rectangles Bm+1,n and Bm,n+1. In Fig. 3.B, the
solutions stay in the rectangle Bm,n, which is invariant.
Therefore, having the reduced model in some rectangle

Fig. 2. In Figure A (left) the vector field leads the solutions
of the system to move from Bm,n to the adjacent
rectangles, In Figure B (right) the vector field leads
the solutions to stay inside the rectangle Bm,n.

Bm,n, the vector field on the vertices gives the possible
transitions toward adjacent rectangles. Then the model is
reduced in these rectangles. Finally a graph of transition
is obtained between rectangles, each rectangle having a
reduced model. The biologist may follow the possible
sequence of reduced models with respect to the different
orders of magnitude. This sequence is not deterministic
because most of the time a rectangle has transitions in
several rectangles.
Moreover, from the sequence of reduced models, if some
process is always inactive for every rectangle, it is possible
to obtain a global reduced model valid on the whole
pathway of rectangles.



3. THE GENE EXPRESSION MODEL

We apply this technique on a classical deterministic model
in which the protein P inhibits its own mRNA (Bernot
et al. (2013), p.57).
The amount of mRNA produced (variable M) depends
on its basal activity κ1 and on the transcription activity,
based in turn on the concentration of its DNA sites
bound to the repressor P and on the amount of the free

DNA sites, κ2
αm

P

αm
P
+Pm . The mRNA can degrade with a

degradation term γM and be diluted due to growth rate
(µ). The translation process leads the production of the
protein P and it is designed as a linear function of the
mRNA (κ3M) . The protein can also degrade with a
degradation term γP and be diluted due to growth rate
(µ).

d

dt
M = κ1 + κ2

αmP
αmP + Pm

− (γM + µ)M (8)

d

dt
P = κ3M − (γP + µ)P . (9)

In Table 1 are presented the model parameters with their
units: we used the information contained in database
for biological numbers, BioNumbers, to give to model
parameters reasonable values (Milo et al. (2010)).

Table 1. Parameters

Parameter Value Unit

κ1 0.000925 µMmin−1

κ2 0.00185 µMmin−1

κ3 1.39 −
γM 0.1733 min−1

γP 0.0023 min−1

m 2 −
αP 20 µM
µ 0.0166 µMmin−1

4. MODEL REDUCTION FROM AN INITIAL
CONDITION

As a first step, we decompose the ODE system (8-10) in
the following processes. The mRNA derivative ( ddtM) can
be divided into its basal activity process f1,1 = κ1, into

transcription process f1,2 = κ2
αm

P

αm
P
+Pm , into degradation

process f1,3 = γMM and into dilution process f1,4 =

µM ; The protein derivative ( ddtP ) can be divided into
translation process f2,1 = κ3M , into degradation process
f2,2 = γPP and into dilution process f2,3 = µP .
We calculate the process weights of the system using
formula (3), having a initial conditions vector: x0 =
[θ01, θ

0
2]. In Figure 3 are shown the plots of the weights

of the processes for a fix threshold of δ = 0.2.
From this analysis, the processes resulting always inactive
are f1,1, f1,3, f2,2. The new system g(xr) is:

d

dt
Mr = κ2

αmP
αmP + (P r)m

− γM Mr (10)

d

dt
P r = κ3M

r − µP r . (11)

The global relative errors between the solution of the
variable P in the original system f(x) and the reduce one
g(xr) are shown in Table 2.

Fig. 3. A. The evolution in time of mRNA process weights:
the basal activity process and the degradation process
are always inactive because the dynamics are always
under the threshold δ. B. The evolution in time of
protein process weights: the dilution process is always
inactive because the dynamic is always under the
threshold δ.

Table 2. Global Relative Errors

Variable values

eM 0.14
eP 0.10

5. MODEL REDUCTION IN A RECTANGLE

We extend our method to the entire rectangle B0,0 that
has the vertices (θ0,0, θ0,1, θ1,1, θ1,0). We first verify the
assumption on the monotonicity of the processes and the
Jacobian matrix, written as:

J =

 df1
dM

df1
dP

df2
dM

df2
dP

 =

−(γM + µ) −κ2
αmP P

mm

(αmP + Pm)2P
κ3 −(γP + µ)


We compute the vector field for the rectangle B0,0, θ01 <
x1 < θ11 and θ02 < x2 < θ12 at the 4 vertices and because of
the monotonicity of the Jacobian matrix, we can deduce
the behavior of the processes on the edges of the rectangle.
The result is presented in Figure 4. Based on the direction
of the arrows, the solutions move to the rectangles B−1,0

and B0,1.
Using the formula (7), it is possible to compute the weight
for the entire rectangle B0,0, based on the worst case. In
Table 3, for the rectangle B0,0 we show the maximum value
that the process fi,j(x, p) can reach and its weights: setting
the value of the threshold δ at 0.2, we can neglect the
processes f1,1, f1,2, f1,4, f2,2, f2,3.

Fig. 4. Vector field on the edges. The solutions are moving
into the adjacent rectangles B−1,0 and B0,1.

The valid sub-model g(xr) for B0,0 is:

d

dt
Mr =−γM Mr (12)

d

dt
P r = κ3M

r (13)



Fig. 5. Vector field on the edges in the plane.

Table 3. Processes in B0,0

Process Max. Value (µM) Weight

κ1 0.000925 0.00048638

κ2
αm

αm+Pm 0.0018455 0.00097

γMM 1.733 0.91125
µM 0.166 0.087287

κ3M 13.9 0.9866
γPP 0.023 0.0016
µP 0.166 0.0118

The sub-model (12-13) is only valid in the rectangle B0,0.
To study the dynamics of the process weights over the
whole time [0, T ] as we did for θ0,0 in Figure 3, we need
to know the pathway of the solutions x in the different
rectangles.
Extending the PPA as we did in Figure 4 to the full
domain, we obtain the result shown in Figure 5: from any
initial value x0 the solutions are moving into the final
rectangles B−2,0 B−2,−1. Starting from an initial value
inside the rectangle B0,0 we can have different solution
pathways: the solutions can move into rectangle B−1,0 or
B0,1, then from B−1,0 they can move into B−2,0 or B−1,1

and from B0,1 to B0,2 or B−1,1. Every pathway eventually
ends in the space occupied by the rectangles B−2,0 and
B−2,−1.
To explain the application of our technique, we perform
it on one of the possible pathways that starts from the
rectangle B0,0: B0,0 =⇒ B0,1 =⇒ B−1,1 =⇒ B−2,1 =⇒
B−3,1 =⇒ B−3,0 =⇒ B−2,0. The process weights of mRNA
and protein, using formula (6) in each rectangle (or region)
are plotted in Figure 6. Neglecting the always inactive
processes we obtain the global reduced model (14-15).

d

dt
Mr = κ2

αmP
αmP + (P r)m

− γM Mr (14)

d

dt
P r = κ3M

r − µP r . (15)

The reduced model has the same structure of (10-11) with
the difference that the first reduced model describes the
dynamics of the system starting from a single initial value
θ0,0 while the second one describes the dynamics of the
system starting from any point of an entire region of initial

values B0,0 - in which the point θ0,0 is included - and
follows a pathway till it arrives in the rectangle B−2,0

which contains the steady-state of the solutions x of the
original system (8).
Figure 7 represents a graphic way to obtain quickly the
knowledge of the activity/inactivity of each process (black
means active and white inactive) in each rectangle. Re-
garding mRNA processes it is possible to see that the basal
activity is active when the mRNA has very low values and
the protein has low values; the transcription is active only
for small concentration of M and high concentration of P
while the degradation is always an active process, in every
rectangle. Regarding the protein processes it is possible to
see that while the degradation process is always inactive
in every rectangle, the translation process is active in the
rectangle where the protein has a small concentration and
the dilution is active when the protein has an high concen-
tration. This information is very useful for the biological
analysis of the system.

Fig. 6. A. The evolution in each rectangle of the
mRNA process weights: the basal activity and
mRNA dilution are always inactive because the
dynamic is always under the threshold δ. The
regions correspond respectively to the rectangles
B0,0, B0,1, B−1,1, B−2,1, B−3,1, B−3,0, B−2,0. B. The
evolution in each rectangle of the protein process
weights: the degradation is always inactive because
the dynamic is always under the threshold δ. The
regions correspond respectively to the rectangles
B0,0, B0,1, B−1,1, B−2,1, B−3,1, B−3,0, B−2,0

6. CONCLUSION

In this paper we proved the robustness of our technique
in relation with a variation of the initial conditions of the
system (8). In fact we have obtained a reduced model (10-
11) applying our method to the original model that had
an initial value x0 = [1, 1] and then we have obtained the
same reduced model (14-15) choosing a space B0,0 of initial
values that contains x0 = [1, 1], a range of one order of
magnitude in each coordinate and that follows a pathway
close to the evolution of the system (8-9), starting from x0
and ending in the steady state point x∗.
Furthermore, in every rectangle Bm,n - that represents a
different order of magnitude of the system - we obtain
a meaningful reduced model in which we can obtain the
knowledge of the activity/inactivity of each process as we
presented in Figure 7. The biological interpretation of this
table can be very fruitful. We used a grid, in which every
boundary differs of one order of magnitude in relation to
the previous one: a different grid can be chosen.
At first we have tested the robustness of our method on



Fig. 7. The activity/inactivity of every process in each
rectangle: black means that the process is active in
that rectangle, white means that it is inactive

a model of two dimensions for simplicity reasons and to
describe easily the applications: a future work will verify
the robustness of our method on models of higher dimen-
sions. Furthermore we can extend our analysis applying
the same method as in Section 5 to the model parameters.
Finally a further method of reduction could be applied: in
Section 2.3 we consider that the possible reduction is done
independently for each component of the vector field. We
could also consider a more global reduction on the sum of
the components.
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