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Abstract. This paper presents a novel fast and robust model for active
contours to detect objects in an image, based on techniques of curve
evolution. The proposed model can detect objects whose boundaries are
not necessarily defined by gradient, based on the minimization of a fuzzy
energy. This fuzzy energy is used as the model motivation power evolv-
ing the active contour, which will stop on the desired object boundary.
The fuzziness of the energy provides a balanced technique with a strong
ability to reject “weak”, as well as, “strong” local minima. Also, this ap-
proach differs from previous methods, since it does not solve the Euler-
Lagrange equations of the underlying problem, but, instead, calculates
the fuzzy energy alterations directly. So, it converges to the desired object
boundary very fast. The theoretical properties and various experiments
presented demonstrate that the proposed fuzzy energy-based active con-
tour is better and more robust than classical snake methods based on
the gradient or other kind of energies.

Keywords: Active contour, deformable curve, curve evolution, fuzzy
logic, energy-based.

1 Introduction

Image segmentation is one of the first and most important tasks in image anal-
ysis and computer vision [1]. The design of robust and efficient segmentation
algorithms is still a very challenging research topic, due to the variety and com-
plexity of images.

Since the introduction of snakes [2], active contours have been applied to a
variety of problems in image processing and computer vision such as segmenta-
tion and feature extraction, visual tracking, etc. The basic idea in active contour
models or snakes is to evolve a curve, in order to detect objects in the image
under consideration. For instance, starting with a curve around the object to
be detected, the curve moves toward its interior normal and has to stop on the
boundary of the object.

Geometric active contour models [3], where introduced shortly afterwards,
based on curve evolution theory, which could also handle topology changes very
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naturally, when implemented using level set methods proposed by Osher and
Sethian [4].

The geometric active contour model, which is most related to the original
snake model, is probably the geodesic active contour model [5, 6], which has
been based on the curvature of the image and on an inflationary force [7].

Cohen et al. [8] have proposed the minimal path technique, a semi-automatic
method, which captures the global minimum of a contour energy between two
fixed user-defined end points, exploiting an oriented graph characterized by its
cost function. The object boundary detection becomes the optimal path search
problem between two user-defined points in the graph. This approach leads the
snake-like energy to a global minimum, avoiding any local minima.

Other implementations have also been proposed for capturing more global
minimizers by restricting the search space. Dual snakes, proposed by Gunn and
Nixon [9, 10], is such a method. This method uses two interlinked snakes in-
stead of one. Similar methods were also proposed in [11–13]. These methods
are restricted to detection of objects with simple topologies. Also, active con-
tours have been combined with the optimization tool of graph-cuts [14], such as
morphological dilation in order to restrict the search space for graph-cuts seg-
mentation. However, this method cannot handle images with multiple objects
simultaneously.

All these classical snakes and active contour models are known as “edge-
based” models, since they rely on edge-functionals to stop the curve evolution.
Also, these models can detect only objects with edges defined by gradient. The
performance of the purely edge-based models is often inadequate. There has been
much research into the design of complex region-based energy functionals [15–
19] utilizing image information not only near the evolving contour, but image
statistics inside and outside the contour as well in order to achieve better per-
formance. Unfortunately, most of these region-based energy functionals assume
highly constrained models for pixel intensities within each region.

This paper deals with the above mentioned problems. It presents a novel, fast
and robust fuzzy energy-based active contour for image segmentation, which
can handle objects whose boundaries are not necessarily defined by gradient.
Generally, fuzzy methods provide more accurate and robust data clustering,
thus, we combine it with active contour methodology, introducing here a model
as a fuzzy energy-based minimization. The fuzziness of the energy provides a
balanced technique with a strong ability to reject “weak”, as well as, “strong”
local minima. Furthermore, we formulate the model in terms of pseudo-level set
functions, but instead of computing the associated Euler-Lagrange equations, we
apply a direct method to solve the corresponding equations without numerical
stability constraints.

The remainder of the paper is organized as follows. The description of the
model and its fuzzy motivation energy is presented in Section 2. Experimental
results are presented in Section 3 and conclusions are drawn in Section 4.
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2 Fuzzy Energy-Based Model

Let us define the evolving curve C in the image domain Ω. The proposed ap-
proach is based on the minimization of a fuzzy energy-based segmentation.
Firstly, let us assume that the image I is formed by two regions of approximately
piecewise-constant intensities and the object to be detected is represented by a
region and its boundary by C0. Now, let us consider the following functionals:

F1(C) + F2(C)

=

∫

Ω

[u(x, y)]
m

[

|I(x, y)− c1|2 +
∫

Ω

wxy,x′y′R1(x
′, y′)dx′dy′

]

dxdy

+

∫

Ω

[1− u(x, y)]
m

[

|I(x, y)− c2|2 +
∫

Ω

wxy,x′y′R2(x
′, y′)dx′dy′

]

dxdy,

where c1 and c2 are constants depending on C, expressing the average proto-
types of the image regions inside and outside respectively of C. The membership
function u(x, y) ∈ [0, 1] is the degree of membership of I(x, y) to the inside of
C, and m is a weighting exponent on each fuzzy membership. The term wxy,x′y′

incorporates the spatial dependence between the image points, that is, a term
that quantifies the degree of spatial contiguity of the points I(x, y) and I(x′, y′).
The spatial structure of a given data set is defined by using a matrix W :

wxy,x′y′ =















1
dxy,x′y′+1 ,

if I(x, y) and I(x′, y′) are
neighbors and
[x, y]T 6= [x′, y′]T ,

0, otherwise,

, (1)

where dxy,x′y′ is the distance between points I(x, y) and I(x′, y′). Also, terms
R1(x

′, y′) and R2(x
′, y′) are used for regularizing the data set points among the

clusters, and given by:

R1(x
′, y′) = [1− u(x′, y′)]

m |I(x′, y′)− c1|2,
R2(x

′, y′) = [u(x′, y′)]
m |I(x′, y′)− c2|2. (2)

In this simple case, it is obvious that the boundary of the object C0, is the
minimizer of the “fitting” term:

inf
C
{F1(C) + F2(C)} ≈ 0 ≈ F1(C0) + F2(C0). (3)

The proposed active contour is based on the minimization of the above fitting
term, taking into account the length of the model C as a regularization term.
Therefore, the energy functional F (C, c1, c2, u) is introduced as:

F (C, c1, c2, u)

= µ · Length(C)
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+λ1

∫

Ω

[u(x, y)]
m

[

|I(x, y)− c1|2 +
∫

Ω

wxy,x′y′R1(x
′, y′)dx′dy′

]

dxdy (4)

+λ2

∫

Ω

[1− u(x, y)]
m

[

|I(x, y)− c2|2 +
∫

Ω

wxy,x′y′R2(x
′, y′)dx′dy′

]

dxdy,

where µ ≥ 0, λ1, λ2 > 0 are fixed parameters. The curve C0 that minimizes F :

F (C0, c1, c2, u) = inf
C

F (C, c1, c2, u), (5)

is the solution to the segmentation problem (object boundary). The first term,
in the definition of F (4), accounts for smoothing of the curve C.

2.1 Pseudo Level-Set Formulation

Let us define a pseudo level set formulation, similar to the level set method[4],
based on the membership values u, where C ⊂ Ω is represented by the pseudo
zero level set of Lipschitz similar function u : Ω → IR, such that:

u(x, y) =







C = {(x, y) ∈ Ω : u(x, y) = 0.5},
inside(C) = {(x, y) ∈ Ω : u(x, y) > 0.5},
outside(C) = {(x, y) ∈ Ω : u(x, y) < 0.5},

(6)

For more details, we refer the reader to Osher et al.[4].
We could express the regularization term of the energy F as Length(C) =

∫

Ω
|∇H(u(x, y) − 0.5)|dxdy, exploiting the Heaviside function H(s) [4]. Thus,

the energy F (C, c1, c2, u) (4) can be rewritten as:

F (C, c1, c2, u)

= µ

∫

Ω

|∇H(u(x, y)− 0.5)|dxdy

+λ1

∫

Ω

[u(x, y)]
m

[

|I(x, y)− c1|2 +
∫

Ω

wxy,x′y′R1(x
′, y′)dx′dy′

]

dxdy (7)

+λ2

∫

Ω

[1− u(x, y)]
m

[

|I(x, y)− c2|2 +
∫

Ω

wxy,x′y′R2(x
′, y′)dx′dy′

]

dxdy.

Keeping u fixed and minimizing the energy F (C, c1, c2, u) (7) with respect to c1
and and c2, it is easy to express these constants functions of u by:

c1 =

∫

Ω

[u(x, y)]
m
I(x, y)dxdy

∫

Ω

[u(x, y)]
m
dxdy

,

c2 =

∫

Ω

[1− u(x, y)]
m
I(x, y)dxdy

∫

Ω

[1− u(x, y)]
m
dxdy

.

(8)
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Furthermore, keeping c1 and c2 fixed and minimizing the energy F (C, c1, c2, u)
(7) with respect to u, it is easy to express variable u in the following way:

u(x, y) =
1

1 +

(

λ1[[|I(x,y)−c1|2+
∫
Ω

wxy,x′y′R1(x′,y′)dx′dy′]]
λ2[[|I(x,y)−c2|2+

∫
Ω

wxy,x′y′R2(x′,y′)dx′dy′]]

)
1

m−1

. (9)

For simplicity, without losing the generality, the above minimization (9) has been
considered without the length term (µ = 0).

2.2 Numerical Approximation

In equation (7), the two fitting terms are easy to be computed directly. We can

also, approximate the length term

∫

Ω

|∇H(u(x, y)− 0.5)|dxdy by:

∑

i,j

√

(H(ui+1,j − 0.5)−H(ui,j − 0.5))2 + (H(ui,j+1 − 0.5)−H(ui,j − 0.5))2, (10)

where ui,j is the value of u at the (i, j) pixel. The summand can only take the
values 0, 1, or

√
2, depending on whether the 3 distinct pair of points from the

set {ui,j , ui+1,j , ui,j+1} belong to the same or different regions. Thus, the length
term can be easily computed knowing only the H(u− 0.5), and there is no need
to know u.

The usual approach to solve a minimization problem as in (7), is to derive
its Euler-Lagrange equation and then to use explicit time marching or implicit
iteration. In the proposed method, the time step is not restricted as in the explicit
time marching. The algorithm for the fuzzy energy model is:

1. Give an initial partition of the image, set u > 0.5 for one part and u < 0.5
for the other.

2. Compute c1 and c2 using (8).
3. Assume that the value of the current pixel is Io and uo its corresponding

degree of membership. Calculate the new degree of membership un using (9)
for the pixel Io under consideration and then compute the difference between
the new and the old energy ∆F defined as:

∆F =

G
[

λ1(s1(Io − c1) + c1)
2 + λ2(s2(Io − c2) + c2)

2
− c

2
1 − c

2
2

]

−2λ1s1(Io − c1)
∑

Ω

[

u(i, j)m
(

∑

Ω

wij,i′j′

[

1− u(i′, j′)
]m

I(i′, j′)

)]

−2λ2s2(Io − c2)
∑

Ω

[

[1− u(i, j)]m
(

∑

Ω

wij,i′j′u(i
′

, j
′)mI(i′, j′)

)]

+(um
n − u

m
o )
∑

Ω

wiojo,i
′j′

[

1− u(i′, j′)
]m [

λ1(I(i
′

, j
′)− c1 − s1(Io − c1))

2]

+(um
n − u

m
o )
∑

Ω

wiojo,i
′j′

[

1− u(i′, j′)
]m [

λ2(Io − c2)
2(1− s2)

2]
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+ [(1− un)
m

− (1− uo)
m]
∑

Ω

wiojo,i
′j′u(i

′

, j
′)m

[

λ2(I(i
′

, j
′)− c2 − s2(Io − c2))

2]

+ [(1− un)
m

− (1− uo)
m]
∑

Ω

wiojo,i
′j′u(i

′

, j
′)m

[

λ1(Io − c1)
2(1− s1)

2]

+(um
n − u

m
o ) (1− s1)(Io − c1)

2 + [(1− un)
m

− (1− uo)
m] (1− s2)(Io − c2)

2
, (11)

where terms G, s1 and s2 defined as:

G =
∑

i,j
u(i, j)m

[
∑

Ω
wij,i′j′ [1− u(i′, j′)]

m]

s1 =
um
n −um

o∑
i,j [u(i,j)]

m+um
n −um

o

s2 = (1−un)m−(1−uo)
m

∑
i,j [1−u(i,j)]m+(1−un)m−(1−uo)m

. (12)

If ∆F < 0, then change uo with un value, else keep the old (uo) one. If we consider
the length term (µ 6= 0), it is easy to be computed and incorporated into the above
energy difference, since only four neighbor pixels will be affected, when we change
the value of a pixel.

4. Calculate the new centers using equations:

c̃1 = c1 + s1(Io − c1)
c̃2 = c2 + s2(Io − c2).

(13)

5. Repeat the step 3 using Jacobi iterations computing the total energy F of the
image.

6. Repeat the steps 2 to 4 until the total energy F remains unchanged.

Although, the equation (11), that give us the difference between the old and the
new energy value, is large, it is very easily calculated since its most parts are
constants for the computation of each Jacobi iteration.

The proofs of the equations (11) and (13) are similarly extracted in a similar
way as in [16, 20].

3 Experimental Results

In this Section, we show the performance of the proposed method on various
synthetic and real images, with different types of contours and shapes. We show
the active contour evolving in the original image Ω, and the associated piecewise-
constant approximation of Ω (given by constants c1 and c2). In our numerical
experiments, we generally choose the parameters to be λ1 = λ2 = 1. Only the
length parameter µ, which has a scaling role, is not the same in all experiments.
If we have to detect all or as many objects as possible and of any size, then µ

should be small. If we have to detect only large objects and not to detect small
objects (like points, due to noise), then µ has to be larger.

First, the segmentation results on a two-phase image (Figure 1) are presented.
The length term is omitted (µ = 0) since there is no noise. Five different initial
conditions were used and all of them converged to the correct solution in a
very limited number of iterations. In fact, it is hard to find an initial condition
that it does not work. The interior contour was automatically detected without
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(a) (b) (c)

(d) (e) (f)

Fig. 1. Segmentation of a two-phase image. (a), (b), (c), (d) and (e) are five different
initial conditions, which have the same result after one sweep. (f) the result segmented
image. The interior contour is automatically detected. In this experiment, the length
parameter was omitted (µ = 0).

Fig. 2. Detection of different objects from a noisy image with various shapes and with
interior contour (first column), blurred objects (second column), geometrically similar
objects (third column) and grouping based on chromatic intensity (last column). In all
examples, the model converges from the initial (first row) to the final position (last row)
with two intermediate steps. The length parameter was set equal to µ = 3.66, µ = 0.61,
µ = 0.12 and µ = 12.21 respectively.

considering a second initial model, something that shows the robustness of the
algorithm.

The first column of Figure 2 shows how the model works on a noisy synthetic
image, with various shapes and an interior contour. The contour is automatically
detected, without considering a second initial curve. Jacobi iteration, as well as,
the nature of the model allows the automatical change of the topology. Also, the
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length term as well as the terms considering the pixel spatial dependence render
the proposed model very robust to noisy images.

The second column of Figure 2 illustrates that the model can detect different
objects of different intensities and blurred boundaries. Again, the interior contour
of the torus is automatically detected.

In the examples shown in the third and the last column of Figure 2, images
with “contours without gradient” or “cognitive contours” (see Chan et al.[15])
are used. The role of the length term as a scale parameter is also illustrated: if
µ is small, then smaller objects will be detected, while as µ getting larger, then
only larger objects are detected, or objects formed by grouping. The last column
of Figure 2 depicts how the grouping is based on the chromatic resemblance or
identity, among objects of the same shape. Besides, the computation time for
the proposed algorithm is much less (real time for images less than 256 × 256)
than other algorithms that solves the Euler-Lagrange equations. Finally, Figure
3 demonstrates how the proposed algorithm could detect object boundaries on
real images.

(a) (b) (c)

(d) (e) (f)

Fig. 3. Detection of object boundaries on real images. The model converges from the
initial ((a) and (d)) to the final position ((c) and (f)) with an intermediate step ((b)
and (e)). The length parameter was set equal to µ = 9.77.

However, the proposed method shares a problem with the other classical
methods that solves the Euler-Lagrange equations. There are objects, i.e., tex-
ture images, which cannot be detected using only the intensity average only.
One way to overcome this difficulty, would be to use other information from the
initial image Ω, like the curvature, the orientation of level sets, or any other
discriminant. In this framework, we refer the reader to Lopez et al.[21].



Fuzzy Energy-Based Active Contours Exploiting Local Information 9

4 Conclusion

In this paper, a novel fast and robust model for active contours to detect objects
in an image was introduced. The model can detect objects whose boundaries
are not necessarily defined by gradient, due to the fact that it is based on an
energy minimization algorithm, and not on an edge-function as the most clas-
sical active contour models. This energy is based on fuzzy logic, which can be
seen as a particular case of a minimal partition problem, and is used as the
model motivation power evolving the active contour until to catch the desired
object boundary. Furthermore, the stopping term of the model evolution does
not depend on the gradient of the image, as most of the classical active contours,
but instead is related to the image color and spatial segments. The fuzziness of
the energy provides a balanced technique with a strong ability to reject “weak”,
as well as, “strong” local minima. Also, it is not needed to smooth the initial
images, even if they are very noisy, since the model very well detect and pre-
serve the locations of the boundaries. The interior contours of the objects can be
automatically detected, starting only with the initial curve (model). The initial
position of the model can be anywhere in the image, and it does not necessarily
surrounds the objects to be detected. Finally, the small computation time of
the evolution of the model renders the proposed method as a very promising
tool even for real time applications. This lies in the fact that, the introduced
method does not solve the Euler-Lagrange equation of the underlying problem,
but, instead, calculates the fuzzy energy alterations directly without numerical
stability constraints. So, it converges to the desired object boundary very fast.
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