
HAL Id: hal-01518680
https://inria.hal.science/hal-01518680

Submitted on 5 May 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Using Emulators to Estimate Uncertainty in Complex
Models

Peter Challenor

To cite this version:
Peter Challenor. Using Emulators to Estimate Uncertainty in Complex Models. 10th Working Con-
ference on Uncertainty Quantification in Scientific Computing (WoCoUQ), Aug 2011, Boulder, CO,
United States. pp.151-164, �10.1007/978-3-642-32677-6_10�. �hal-01518680�

https://inria.hal.science/hal-01518680
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Using Emulators to Estimate Uncertainty in
Complex Models

Peter Challenor

National Oceanography Centre
Southampton, United Kingdom

p.challenor@noc.ac.uk

Abstract. The Managing Uncertainty in Complex Models project has
been developing methods for estimating uncertainty in complex mod-
els using emulators. Emulators are statistical descriptions of our beliefs
about the models (or simulators). They can also be thought of as inter-
polators of simulator outputs between previous runs. Because they are
quick to run, emulators can be used to carry out calculations that would
otherwise require large numbers of simulator runs, for example Monte
Carlo uncertainty calculations. Both Gaussian and Bayes Linear emu-
lators will be explained and examples given. One of the outputs of the
MUCM project is the MUCM toolkit, an on-line recipe book for emula-
tor based methods. Using the toolkit as our basis we will illustrate the
breadth of applications that can be addressed by emulator methodology
and detail some of the methodology. We will cover sensitivity and un-
certainty analysis and describe in less detail other aspects such as how
emulators can also be used to calibrate complex computer simulators
and how they can be modified for use with stochastic simulators.

Keywords: emulator, Gaussian process, Bayes linear, sensitivity, un-
certainty, calibration

1 Introduction

The increase in computing power over the last few decades has led to an ex-
plosion in the use of complex computer codes in both science and engineering.
Almost every area of science and engineering now uses complex numerical sim-
ulators to solve problems that could not have been tackled only a few years
ago. Examples include engineering [2], climate science, [4], and oceanography
[12]. At the present time most of these simulators are deterministic but there
is an increasing use of stochastic simulators as well [24]. These computer codes
comprise many thousands (or even millions) of lines of code and take long times
to compute even on the fastest supercomputers available today. Questions we
would like to ask of the simulators include: for a given uncertainty in the inputs
to the simulator what is the uncertainty in the outputs; which inputs have the
most effect on the outputs; are all the inputs important; how can we relate the
simulator to reality? In this paper we look at how emulators can be used to
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address these problems. For a more detailed examination of the background and
theory of what is discussed here see [5].

2 Uncertainty

Assuming for the moment that our simulators are deterministic rather than
stochastic where does the uncertainty come from? We know that the predictions
we make are not exact. (If you are tempted to think of your simulator as perfect,
how much you would be prepared to bet on its result being the same as a phys-
ical experiment?) Some of the ‘error’ may be numerical, running on different
computer architectures or in different precisions will give different answers. But
for well written code these differences will be small. In general the uncertainty
in our simulator outputs comes from two sources: from uncertainty in its inputs
and from uncertainty in its structure. By inputs we mean all the external in-
puts to the simulator; these include the initial conditions, boundary conditions
and parameters. Although these may have very different properties, for example
initial conditions are often spatial fields while the parameters are normally col-
lections of single numbers, we will generally treat them the same. Similarly we
take a Bayesian approach and make no distinction between aleatoric uncertainty,
arising from genuine randomness, and epistemic uncertainty which is a measure
of our ignorance.

The input uncertainty can be thought of as the internal uncertainty within
the simulator. The structural uncertainty is how our particular simulator relates
to other simulators and more importantly to reality. This is discussed further
below and in [5].

3 Quantifying Uncertainty

Before we consider structural uncertainty and the relationship between simu-
lators and reality lets first consider the input uncertainty. We take a Bayesian
approach to the problem, but it can be reformulated in terms of frequentist
statistics [20]. The formulae generally stay the same but the justification is dif-
ferent.

We have some variables (y) that we are interested in and which we will call
outputs. These are related to another set of variables (x), which we will call
inputs. We can find the values of the outputs corresponding to the values of
the inputs by running a complex computer program which we will denote by f .
Mathematically we can write

y = f(x)

We will assume for now that f is deterministic, so if we run f with the same
set of inputs we will obtain the same set of outputs. We assume that any nu-
merical error is small enough to be ignored. Some or all of our inputs might be
uncertain. This might arise from genuine randomness, which we call aleatoric
uncertainty; or the uncertainty could be a result of lack of knowledge, called
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epistemic uncertainty. The distinction between these two forms on uncertainty
is not as clear as might appear. For example consider a coin toss. While the coin
is in the air our uncertainty is aleatoric, but once it has landed, but is hidden
from us, the uncertainty becomes epistemic. Because of this interchangeability
we treat all sources of uncertainty the same and describe them with probability
density functions (π(x)). If we want to know the uncertainty on y given π(x) we
need to calculate the transformation of π(x) induced by f . If f is linear this is
an easy problem and can be solved analytically, but the complex codes we are
interested in are non-linear and an analytical solution does not exist. The naive
solution is to use Monte Carlo methods: draw a sample from π(x), xi, propagate
this through the program to produce yi = f(xi). The resulting yi are then a
sample from π(y) from which we can estimate π(y). Such methods are effective
but large samples are needed, particularly for high dimensional x and y. This
means that Monte Carlo methods are not viable for expensive computer codes.

Our solution to this problem is to build a fast approximation to the full
numerical simulator. This is known as an emulator. We not only want fast ap-
proximators, we want fast approximators that estimate their own error. It cannot
be stressed too much how useful it is having knowledge of the uncertainty in the
emulator estimate. When we come to validate our emulators it is invaluable as
it gives us a measure against which we can gauge how far the estimator may
be from the truth. Similarly it is very helpful in sequential design, where we
can put the next point at the most uncertain current point and when we come
to estimate the uncertainty of the outputs we need to include the uncertainty
arising from the process of emulation.

4 Gaussian Processes and Emulators

Our requirement that we have an emulator that is fast and contains an esti-
mate of its own uncertainty is satisfied by the Gaussian process, [18]. Gaussian
processes are very adaptable stochastic processes which can be used to fit non-
linear data. A Gaussian process (GP) is the infinite dimensional analogue of a
Gaussian distribution. It is defined by a mean function and a covariance func-
tion. The mean function gives the expected value of the GP at any point. The
covariance function then gives the covariance between any two points. The form
of the covariance function dictates how ‘smooth’ a realisation of the GP is. For
example if we use the ‘exponential’ form of the covariance function

cov(x1, x2) = σ2e−|x1−x2| (1)

we get Brownian motion and any realisation does not possess any derivatives.
On the other hand if we use the squared exponential covariance

cov(x1, x2) = σ2e−(x1−x2)
2

(2)

then all derivatives exist and we get a very smooth set of realisations. There are
other forms of the covariance function, see [18] for further details. For uncertainty
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quantification a limited selection of covariance functions tend to be used. We
rarely believe our simulators do not possess any derivatives so we tend not use
the exponential form. The squared exponential is probably the most used but
this can give rise to numerical problems (see below). Other options include the
Matern and generalised exponential form σ2exp(−||x1 − x2||α).

The smoothness of the GP is dictated by its covariance function but its large
scale properties come from the mean function. In general a linear model is used
as the mean function

µ(x) = h(x)Tβ (3)

where the h(x) are basis functions and the β’s are coefficients. The h(x) can be
any basis functions but are usually taken to be monomials {1, x, x2, . . .}. However
more complex functions such as Fourier bases could be used if for example our
output was on a circle. There is some discussion within the emulation community
on how much effort should be put into building a good mean, or regression, model
and how much the GP can be allowed to fit the large and small scale variation in
the data. For example [11] make the case for not including a linear model term
at all. However most practitioners do include regression terms even if they are
only low order polynomials.

To analyse our simulator we use a GP as a prior and combine it with the
simulator runs to produce a posterior emulator. Our prior has a mean function
as given above

µ(x) = h(x)Tβ (4)

where the β are parameters that will need to have their own prior specified. We
then specify a covariance function

cov(x1, x2) = σ2c(x1, x2;C) (5)

where σ2 is a variance term and C is a matrix of ‘smoothing’ terms for the
correlation function, c. For example if we have a squared exponential correlation
function (sometimes called the Gaussian correlation function for obvious reasons)
C might be a diagonal matrix such that

c(x1, x2;C) = exp(−(x1 − x2)TC(x1 − x2)) (6)

C does not have to be diagonal but it reduces the number of parameters to esti-
mate and making this assumption does not appear to impact on our emulators.

5 Bayes Linear Methods

When we decided to use a Gaussian process as our emulator we made more
assumptions than we needed to. The assumption that all the points on our
stochastic process have a multivariate Normal distribution is not necessary. All
we need assume is that second moments exist and we can then specify the mean
and covariance functions without making any assumptions about the statistical
distribution of the process.
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Such methods that use Bayes theorem but do so in terms of first and second
moments are known as Bayes Linear methods and are described in [6]. The clear
advantage over a full Bayes solution is that the priors are also specified only
in terms of first and second moments so we do not need to elicit full proba-
bility distributions from experts. The second advantage as we shall see is that
the calculations are much simpler and faster. However nothing is free and with-
out adding some distributional assumptions we cannot make realisations of the
process or produce any form of probabilistic credibility or uncertainty limits. Be-
cause Normal distributions are defined by their first two moments there is often
confusion between Bayes linear methods and making an assumption of Normal-
ity. A true Bayes Linear analysis refuses to make any distributional assumptions;
although the results may look similar they are conceptually very different.

As with the GP emulator our basic form is

f(x) =
∑
j

βjhj(x) + w(x) (7)

The regression terms are identical but the w(x) is not a Gaussian process but
rather a general second order process, defined by its covariance function.

The equivalent to Bayes Theorem for Bayes Linear are the Bayes Linear
update equations. If θ is a vector of our parameters (in our case this will be the
β’s, σ2 and the length scales) and x are the results of our runs

E(θ|x) = E(θ) + Cov(θ, x)V (x)−1(x−
∑
j

βjhj(x)) (8)

for the adjusted expectation and by

V (θ|x) = V (θ)− Cov(θ, x)V (x)−1Cov(x, θ) (9)

The full equations for the posterior moments of the Bayes Linear emulator are
rather more complicated and are given in full in the Core BL Emulator Thread
of the MUCM toolkit [14]

6 MUCM and the Toolkit

The Managing Uncertainty in Complex Models (MUCM) consortium consists of
five UK research institutions (University of Sheffield, University of Durham, Uni-
versity of Aston, London School of Economics and the National Oceanography
Centre). As part of its research activities MUCM has set up an on-line toolkit.
This consists of more than 300 pages describing most aspects of emulation. The
toolkit is not a software package. The best analogy is a recipe book, one of those
good recipe books that encourage you to experiment. There are worked examples
so you can check that your code works and there are links to existing software
packages. Part of an example page is shown in Fig. 1. The URL for the toolkit
is http://www.mucm.ac.uk/toolkit.

http://www.mucm.ac.uk/toolkit
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Fig. 1. The top page for the MUCM toolkit

The toolkit is arranged in thirteen threads plus three large case studies. The
threads include two ‘core’ threads on emulating with Gaussian processes and
Bayes linear emulation. Further threads explore how to extend these two core
procedures when there are multiple outputs, dynamic emulators, two level em-
ulators (one more complex than the other), combining multiple, independent
emulators and using and obtaining derivative information. The issues of model
discrepancy, history matching, calibration and sensitivity analysis are also cov-
ered as well as the important problems of experimental design and screening.
In the near future we expect at least one additional thread on emulators for
stochastic simulators. Within what is a relatively short paper it is impossible
to cover the breadth of material in the toolkit so we will concentrate on a few
highlights.

7 Building an Emulator

In the MUCM Toolkit we have two threads that cover what is described as the
core problem. The core problem is in many ways the simplest application for an
emulator. We have a single output of interest, we do have multivariate inputs
but no information on the derivative of the output. There are no real world data
to compare the simulator to and we are not concerned with making inferences
about reality; we are only interested in the simulator. This is not as uncommon
as might be thought. Simulators, particularly relatively simple ones, are often
used to study an idealised version of the system rather than to make inferences
about the real world.
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The steps in building an Gaussian process emulator are:

1. Set up the initial GP model. Decide on the form of the regression terms and
the correlation function.

2. Decide what priors we are going to use for the GP parameters.

3. Design and run the initial experiment. This is sometimes called the training
experiment. Design is an important issue. Computer time is usually limited
and each simulator run is expensive so every run must be made to count.
Design has its own thread on the MUCM toolkit and is discussed further
below.

4. Build the emulator.

5. Validate the emulator. This is a crucial step. Our first attempts at build-
ing good emulators are often failures and we need to establish, and possibly
convince others, that we have built an emulator which we can have confi-
dence in. There are two approaches. The first is to use a leave one out cross
validation. Each point in the training set is left out in turn and an emu-
lator is built using the remaining points. This reduced emulator is used to
predict the left out point. The mean square error of the differences between
these predictions and left out runs gives a global measure of the quality of
the emulator, while a plot of the individual differences may reveal areas of
input space where the emulator is performing badly. The advantage of leave
one out is that we do not need to perform any more runs of the simulator.
The disadvantage is that we are not testing the full emulator but emula-
tors built using reduced datasets. Our carefully crafted space filling design
is continually compromised by having one point at a time omitted.

The alternative is to run a second experiment with an independent set of
simulator runs. These are then used to test the emulator. This can be done
by simply comparing the difference between the predicted values and the
truth (scaled by the predicted uncertainty) similar to the leave out method
or there are more rigorous methods based on regression diagnostics that take
into account the correlation between points [1]. Once we are satisfied that we
have an emulator that validates we can combine the training and validation
runs and create a single emulator.

The procedure for a Bayes linear emulator is similar but the specification of
the priors is in terms of moments rather than full prior distributions.

8 Design

One of the first steps in any experiment is the design. This is as true of com-
puter experiments as it is of field trials. Our methods have been developed with
expensive simulators in mind, so our designs need to minimise the number of
runs required. However we also we wish to cover the complete input space. This
seems like an impossible task. If we were to use a traditional factorial design
with only 2 levels for each input the number of runs required would be 2p where
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p is the number of inputs. Two levels of each input gives us very poor coverage
and 2p becomes unaffordable for even a small number of inputs.

We therefore have to look at other designs. There are two main families of
design: those based on the Latin Hypercube and those based on Quasi-Monte
Carlo sequences.

The traditional design is the Latin Hypercube [13]. In a Latin Hypercube
design we first decide how many evaluations of the simulator we can afford in
total, let this be n. We then divide the range for each input variable into n equal
sections. The simulator is evaluated once, and only once, in each of these settings.
This means that we have good marginal coverage of each of the variables. The
Latin Hypercube design is now produced by permuting the numbers 1, ..., n for
each variable separately. Note the randomisation is to produce a design rather
than to randomise for external factors as it is used in field experiments. All
Latin Hypercubes have good marginal properties but are not necessarily the
space filling. There is no algorithm for an optimal space-filling Latin Hypercube.
In general an additional space-filling criteria, maximising the minimum distance
between points [9] or minimising the sum of inverse distances for example, is
imposed on the design. Alternatively we can use Latin Hypercubes based on
orthogonal arrays [17].

An alternative to the Latin Hypercube is to use a low discrepancy sequence
to define the design points. Such sequences were originally devised to efficiently
compute multidimensional integrals [15]. These sequences are space filling but
for small numbers of simulator runs there can be problems with certain pro-
jections having ‘holes’ in them. Examples include the Halton sequences [7] and
Niederreiter nets. For the design of computer experiments the most commonly
used low discrepancy sequence is the Sobol sequence [22,?].

Current work in the design of computer experiments explored in the MUCM
toolkit [14] includes sequential design where we use an initial space filling design
to learn about the system and then use this information to guide us on where
future runs should be carried out.

9 An Example

As a simple example consider a energy balance model of the Earth’s climate.
The Earth is reduced to a line of grid boxes all ocean with a single box below
to represent the deep ocean. If it becomes cold enough in a box sea ice forms
this has a different albedo to water so a different amount of radiation is reflected
from sea ice. As the surface water becomes colder it becomes denser and can sink
at a variable location in the North. Deep water upwells back to the surface at a
fixed location in the South. Heat is transferred between the surface grid boxes
by both advection and diffusion. The system is driven by incoming short wave
radiation from the Sun. As in the real world this is greater at the equator than
the poles. The total amount of incoming radiation is set by the Solar constant.
As this is a simple example we only vary one input, the Solar constant, and we
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only use a single output, the mean surface temperature. Note as is often the case
the output we emulate is a function of the simulator not a state variable.

A space-filling Latin Hypercube in 1-d is simply a set of evenly spaced points.
Using 6 points we get the emulator shown in panel (a) in Fig. 2. The dashed
line shows the expected value of the emulated and the shaded region gives 95%
uncertainty bands. Because we do not have a nugget term in the emulator the
uncertainty collapses to zero where we have simulator runs. This makes perfect
sense as here we know the value of the simulator output. Note that because this
simulator is very cheap to run we can run it across all of input space and plot
the true simulator value across the range and this is shown by the solid line in
the figure.

We now do a further three runs of the simulator. Fig. 2 shows the standard-
ised residuals for each of these new points. This is the distance between the
expected value from the emulator and the true value divided by emulator stan-
dard deviation. If the emulator were correct we expect these numbers to have
Normal distributions (for simplicity we are ignoring correlation here; for a full
solution see [1]). One of the points is outside the limits shown in the figure, indi-
cating that we do not have a good emulator. We therefore combine our existing
points, both the six original training points and the three new validation points,
into a single dataset and build a new emulator. This is shown in Fig. 2 panel
(c). We now need to validate this new emulator. A further three runs are carried
out and this time all three points are within the bounds for the standard used
residuals. The emulator in panel (c) therefore validates. However we now have
three additional runs which we can use to build an even better emulator. This,
our final emulator, is shown in panel (d) of Fig. 2.

10 Sensitivity Analysis

One important application of emulators is in sensitivity analysis. Although com-
puter simulators may have large numbers of inputs, often the outputs are de-
pendent on only a few. Formally we can look at sensitivity analysis as answering
the question: if the inputs x are changed by a small amount δx what is the effect
on the simulator output f(x). One way of looking at this problem is to vary
each input in turn, run the simulator and see what effect the change has on the
output. This is known as one at a time sensitivity analysis. If we could guarantee
that all the inputs were completely independent of each other it might not be a
bad idea, but we are dealing with large, complex, non-linear simulators and it
would be foolhardy to make such an assumption. Any approach to measuring the
sensitivity of a simulator must acknowledge that there will interactions between
the inputs and should at least estimate not only the effect of single inputs (main
effects) but also at least the first order interactions.

Traditionally this has been tackled by looking at the derivatives of f(.) w.r.to
x. This gives the local sensitivity since ∂f(x)/∂x depends on x and may change
radically as we move around input space. An alternative is to use variance based
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Fig. 2. Panel (a) shows the expected value of the emulator (dashed) and the true
simulator based on six runs (o). The shaded region is a 95% uncertainty band around
the expectation. Panel (b) shows the values for 3 additional validation runs with the
emulator uncertainty. Note that one of the points is outside the uncertainty limits.
Panel (c) shows the emulator built using all nine points (the original training set plus
the three validation points). This emulator validates with an additional three points
(not shown). The final emulator based on 12 points (6+3+3) is shown in panel (d)
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sensitivity analyses, see for example [19]. [16] extend these methods so that they
can be used with emulators.

11 History Matching and Calibration

After sensitivity analysis, probably the most important application of emulators
is in comparing simulators with data and calibrating the simulators. We make a
distinction between simulator comparison, often referred to as history matching,
where we simply rule out areas of input space that are incompatible with the
data and calibration where we estimate the ‘best’ input values from the data.

Both rely on the concept of ‘model discrepancy’. The simulator is attempting,
in most cases, to simulate some property of the real world. But if we measure that
property do we expect the simulator to give an exact fit to the data? The answer
is almost certainly not. In building simulators we make assumptions, we param-
eterise processes and there are real world processes we do not include, or even no
about. All these omissions and approximations mean that we do not expect our
simulator to explain the data perfectly. We describe this difference between the
real world and the simulator as the model discrepancy. Model discrepancy will
change as the input values change and often will have to be elicited from experts
rather than being estimated from the data. Statistically it is possible to think of
model discrepancy in two ways: as a bias between the simulator/emulator and
the data, or as an increase in variance around the simulator/emulator.

First consider the problem of history matching. Some data are collected and
we wish to know which values if any of the inputs could have produced them.
Translating this into the negative language of statisticians, who only ever reject
hypotheses and never accept them, we are looking for input values that are
implausible given the data. This is done via an implausibility measure

Imp =

√∑
all x

(x− xemul)2
σ2
data + σ2

emul + σ2
discrep

where x is a data point; xemul is the emulator value corresponding to that data
point; σ2

data is the variance of the data; σ2
emul is the variance of the emulator; and

σ2
discrep is the model discrepancy expressed as a variance. Values of implausibility

greater than 3 (or 5 depending on how conservative we want to be) are ruled
to be implausible. Additional simulator runs are then done within the input
space not yet deemed implausible (sometimes to as NROY, Not Ruled Out Yet,
space). By refining the emulator and adding additional runs in waves within
NROY space the volume that hasn’t yet been deemed implausible falls rapidly.
Table 1, taken from [23], shows the volume of NROY space at each wave of the
experiment as well as the number of runs in each wave.

If we want to go beyond history matching to model calibration we need
to reformulate the problem. We follow [10]. First we split the inputs into two:
control inputs and calibration inputs. The calibration inputs are those inputs
we are trying to calibrate. Control inputs on the other hand are inputs that
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Wave Runs % Space

1 993 14.9%
2 1414 5.9 %
3 1620 1.6 %
4 2011 0.26 %

Table 1. Table showing the reduction in Not Ruled Out Yet space by application of
an implausibility measure to the Galform simulator of galaxy formation. For details
see [23]

control the simulation but which can’t or won’t be calibrated. For example in
an environmental simulator we may have inputs that give the spatial position
of the outputs, these would be control inputs. We now say that the simulator
f(xcon, xcal) is the sum of reality y(xcon) and discrepancy d(xcon). Note that
in this formulation both reality and the discrepancy are functions only of the
control inputs not the calibration inputs. We have some measurements of reality,
z(xcon) which are given by

z(xcon) = y(xcon) + ε (10)

We can now build an equation that links the data (z) and the simulator.

z(xcon) = f(xcon, xcal) + d(xcon) + ε (11)

We now use Gaussian processes not only to build an emulator for f(xcon, xcal)
but also for d(xcon). The posterior of xcal is the calibrated distribution inputs.
For full details see the toolkit [14] or [10].

12 Beyond the Core Problem

The core problem as discussed above gives us a basis on which to expand to
more complex problems. Examples dealt with in the toolkit include:

1. Multiple outputs where we are interested in more than a single output from
the simulator.

2. Dynamic emulators, where we are interested in an output that is itself chang-
ing over time.

3. Multiple level emulators, where we have a number of simulators ranging from
a coarse, fast simulator through a hierarchy to a slow, but more accurate,
simulator.

4. Derivatives. Often we have derivative information available from the simula-
tor in the form of an adjoint model. We can use this information to improve
our emulator. However there is a trade off between the extra expense in cal-
culating the derivatives and producing more runs of the simulator without
derivatives. In other cases we may not have derivative information from our
simulator but we are interested in the form of the derivatives. For instance we
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may be interested in local sensitivity. Even with the use of automatic differ-
entiating compilers [8] the production of an adjoint for any reasonably sized
simulator is a major undertaking. An alternative is to produce an emulator
for the derivative. This is relatively easy as the derivative of a Gaussian pro-
cess is another Gaussian process. Validating the derivative emulator is more
difficult if we do not have an adjoint to compare with.

13 Conclusions

I hope that I have managed to show in this short introduction that both Gaussian
process and Bayes Linear emulators are powerful tools in the quantification of
uncertainty. The MUCM Toolkit [14] is a good reference for these methods in
sufficient detail to allow code to be developed. The toolkit is not static and is
updated approximately quarterly. In the near future we expect it to be extended
to cover stochastic simulators
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DISCUSSION

Speaker: Peter Challenor

Maurice Cox : This seems a very useful toolkit. I understand you are on
your second grant (MUCM2). I would be interested in hearing plans for your
maintenance of the toolkit beyond MUCM2.

Peter Challenor : That is a very pertinent question that is at the top of our
agenda. The MUCM2 project runs until October 2012. Maintaining the toolkit
frozen from that point would not be expensive and even further developments
could be done for little cost and we are looking for funding to put the toolkit on a
long term sustainable basis. We would like to encourage non-MUCM participants
to contribute to the toolkit and make it a true community resource.

John Reid : You have said nothing about parallel programming. It strikes me
that you scope for “embarrassingly parallel” (ideal) execution.

Peter Challenor : Because we rely on ensembles of simulator runs it is quite
correct that have an embarrassingly parallel problem. However some of the sim-
ulators we are working with are so large that we do not have the computer
resources to make use of this. Parallel computing brings up some interesting
questions in the design of experiments. I mentioned sequential designs above.
Traditionally sequential designs would involve additional single simulator runs,
but if we have access to parallel computing it is much more efficient to use ‘batch
sequential’ designs where we run n additional simulations at a time.

John Rice : Have you used your simulator to explore the possible sources of the
unusual climate changes observed in historical data? For example, the “little ice
age” that occurred a few centuries ago or the major climate change that occurred
about 12000 years ago and which appears to have occurred several times earlier
with a periodicity of (as I recall) about 125000 years? Historically speaking, we
appear to be near the end of a long warm period if this cycle is persistent.

Peter Challenor : The simple Earth radiation balance simulator we use in the
example is not suitable for reproducing the history of the Earth’s climate. It is
much too simple and is lacking too many process. For a good description of the
Earth’s climate over the last 20000 years see [21]

Will Welch : The MUCM Toolkit provides recipes for developing code. To test
that code it would be useful to have test cases complete with data and results.
What plans do you have to provide such test cases?

Peter Challenor : This is a very good point and it is our intention to supply
such test cases with most, if not all, the pages. We currently have worked exam-
ples for some pages; the example in section 9 is taken from the coreGP pages.
We currently have nine test cases plus the three large case studies. Over the next
year I hope we will see many more being produced.
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