
HAL Id: hal-01518664
https://inria.hal.science/hal-01518664

Submitted on 5 May 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

An Industrial Viewpoint on Uncertainty Quantification
in Simulation: Stakes, Methods, Tools, Examples

Alberto Pasanisi, Anne Dutfoy

To cite this version:
Alberto Pasanisi, Anne Dutfoy. An Industrial Viewpoint on Uncertainty Quantification in Simula-
tion: Stakes, Methods, Tools, Examples. 10th Working Conference on Uncertainty Quantification in
Scientific Computing (WoCoUQ), Aug 2011, Boulder, CO, United States. pp.27-45, �10.1007/978-3-
642-32677-6_3�. �hal-01518664�

https://inria.hal.science/hal-01518664
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


An Industrial Viewpoint on Uncertainty
Quantification In Simulation: Stakes, Methods,

Tools, Examples

Alberto Pasanisi1 and Anne Dutfoy2

1 EDF R&D. Industrial Risk Management Dept.
6 quai Watier, 78401 Chatou, France

alberto.pasanisi@edf.fr
2 EDF R&D. Industrial Risk Management Dept.
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Abstract. Simulation is nowadays a major tool in R&D and engineer-
ing studies. In industrial practice, in both design and operating stages,
the behavior of a complex system is described and forecast by a com-
puter model, which is, most of time, deterministic. Yet, engineers coping
with quantitative predictions using deterministic models deal actually
with several sources of uncertainties affecting the inputs (and occasion-
ally the model itself) which are transferred to the outputs. Therefore,
uncertainty quantification in simulation has garnered increased impor-
tance in recent years. In this paper we present an industrial viewpoint of
this practice. After a reminder of the main stakes related to uncertainty
quantification and probabilistic computing, we will focus on the specific
methodology and software tools which have been developed for treating
this problem at EDF R&D. We conclude with examples illustrating ap-
plied studies recently performed by EDF R&D engineers arising from
different physical domains.

Keywords: Simulation, Computer Experiments, Risk, Uncertainty, Re-
liability, Sensitivity Analysis.

1 Introduction

Computer simulation is undoubtedly a fundamental issue in modern engineering.
Whatever the purpose of the study, computer models help analysts to forecast
the behavior of the system under investigation in conditions which cannot be
reproduced in physical experiments such as accident scenarios, or when physical
experiments are theoretically possible but at a very high cost.

The need for simulating and forecasting gained dramatic momentum in recent
decades due to the growth of computers’ power and vice versa. Since the very
first large scale numerical experiments carried out in the 40’s, the development of
computers (and computer science) has gone pairwise with the desire to simulate
more and more deeply, more and more precisely, physical, industrial, biological,
economic systems. A profound change in science and engineering has resulted
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in which the role of the computer has been compared to the one of the steam
engine in the first industrial revolution [1]. Together with formulating theories
and performing physical experiments, computer simulation has been labeled a
“third way to Science” [2] allowing researchers to explore problems which were
unaffordable in a not so distant past. In turn this has raised epistemic issues.

Some scholars identify a shift from a scientific culture of calculation, linear,
logical, aiming to simplifying and unpacking results, to a culture of simulation,
empirical, opaque, aiming at providing high-dimension results, under nice forms
of graphs, or even movies, (see [3] for an interesting discussion). A quite negative
perspective of computer models, seen as opaque boxes one can play with to obtain
whatever desired result, has also emerged which directly attacks the credibility
of computational models as tools for guiding decisions [4].

Our viewpoint is pragmatic. We believe that computer simulation can serve
as a major tool in daily engineers’ work and is furthermore capable to assist
in understanding, forecasting, and guiding decision making. The possibility to
simulate more and more complex phenomena, taking into account the effect of
more and more input parameters is better viewed as an opportunity as opposed
to a threat. However, at the same time, we are aware that quantitative uncer-
tainty assessment of results is a fundamental issue for assuring the credibility of
computer model based studies and remains a challenge as well.

Besides technical and theoretical difficulties, in industrial practice a key diffi-
culty is to bridge the cultural gap between a traditional engineering deterministic
viewpoint and the probabilistic and statistical approach which considers the re-
sult of a model as an uncertain variable.

Even if the fundamentals of these topics are rooted in probabilistic and statis-
tic literature from decades back, in recent years there has been a significant
increase in interest on the part of industries and academia in uncertainty quan-
tification (UQ) applied to computer models. A casual survey of recent papers
reveals the variety of disciplinary fields involved: e.g. nuclear waste disposal [5],
[6] (which was also one of the first contexts in which UQ on large computer mod-
els was applied), water quality modeling [7], avalanche forecasting [8], welding
simulation [9], buildings performance simulation [10], galaxies formation [11],
climate modeling [13], fires simulation [14] to name a few.

The remainder of the paper is organized as follows. Section 2 presents the
common framework for uncertainty assessment as it is currently used in the in-
dustrial practice by EDF (Électricité de France) and other major stakeholder
companies and industrial research institutions, for example: European Aeronau-
tic Defence and Space Company (EADS), French Atomic Energy and Alternative
Energies Commission (CEA), and Dassault Aviation. Uncertainty analysis re-
quires a multi-disciplinary approach, and this framework is an useful tool to
establish dialog between experts in the disciplinary field of the model applica-
tion and those with a more probabilistic or statistical background. It also allows
to put into evidence, at the very early stage of the study, what is the really
relevant expected outcome and, consequently, to choose the most proper and
effective mathematical tools to obtain it.
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Section 3 presents Open TURNS, an open source software package, jointly
developed by the three companies EDF, EADS and Phiméca, which implements
the methodology described in Section 2. Together with proper and recent math-
ematical algorithms, an interesting feature of Open TURNS is that it can be
linked in an effective and rather easy way to any external computer code, which
is simply seen as a deterministic function of a random input. By a mathematical
viewpoint, that corresponds to linking a deterministic model to a probabilistic
model of its inputs.

Section 4 shows some practical examples of applied studies carried on at EDF.
These studies concern different problems and involve a great variety of physical
problems. The wide range covered by those examples, due to the diversity of
EDF’s business areas, illustrates the motivation for both a general approach to
the problem, as well as the need for specific and powerful mathematical and
software tools.

Section 5 very briefly sketches some conclusions and perspectives.

2 The common framework for uncertainty management

2.1 An iterative methodology in four steps

In the last decade, thanks to the numerous multi-disciplinary challenges it has
to cope with, EDF established a global methodology for uncertainty treatment
for models and simulations. This framework has subsequently been accepted and
improved by other industrial and research institutions.

The EDF focus is on so-called parametric uncertainties, i.e. uncertainties
characterizing dispersion of input parameters of a model, where a model could
be a complex numerical code which requires an approximated resolution or an
analytical expression. Our analysis does not explicitly address uncertainties at-
tached to the computer model itself, arising from simplifying assumptions for the
model of the physical phenomenon under investigation, nor numerical uncertain-
ties due to its practical implementation as a computer code. The methodology is
based on the probabilistic paradigm, i.e. uncertainties are represented by associ-
ated probability distribution functions (pdf). Even if some perspective works are
carried at EDF R&D on extra-probabilistic approaches [15], they are currently
considered not yet sufficiently mature for engineering application.

The common framework of uncertainty management is a four step process
the genericity of which facilitates application across a broad variety of disci-
plinary fields: (i) Step A “Uncertainty Specification” defines the structure of the
UQ study by selecting the random parameters, the outcomes of interest and
the features of the output’s pdf which are relevant for the analysis; (ii) Step
B “Uncertainty Quantification” defines the probabilistic modeling of the ran-
dom parameters; (iii) Step C : Uncertainty Propagation evaluates the criteria
defined on Step A; (iv) Step C’ “Uncertainty Importance Ranking” determines
which uncertainty sources have the greatest impact on the outcome (sensitivity
analysis).
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In practice, the process is often iterative: a too large uncertainty tainting the
final outcome and/or the ranking step could motivate corrective feedback R&D
actions for reducing uncertainties where possible, e.g. setting up new experiments
to improve the probabilistic modeling of model’s inputs.

The following sections review the principal methods used in each step of the
framework.

2.2 Step A - The Uncertainty Problem Specification

This step first involves selection of the input parameters to be represented as
random variables. The remaining parameters are considered as fixed either be-
cause they are supposed to be known with a negligible uncertainty or (as it is
typical in safety studies) because they are given values, generally conservative,
which are characteristic of a given accident scenario. In the following we will
denote by X the vector of the random input parameters, and Z = G(X) the
random outcome of interest of the deterministic model G(·).

Step A requires also to select the relevant features of the outputs’ pdf, de-
pending on the stakes which motivated the study (the so-called quantities of
interest). In most cases they formalize, in a simplified yet explicitly normative
manner, some decision criteria. For instance, during the design stage of a system,
the analyst is often asked to provide the mean and the standard deviation (or the
range) of a given performance indicator of the system–e.g., fuel consumption–in
order to check its general conception. Whereas in operating stages, one must of-
ten verify that the system satisfies (or not) regulatory requirements for licensing
or certification. Therefore, depending on the context of the study, the decision
criteria may be: (i) a min/max criterion, i.e. the range of the outcomes given the
variability of the inputs; (ii) a central dispersion criterion, i.e. central tendency
and dispersion measures; (iii) a threshold exceedance criteria, i.e. the probability
for a state variable of the system to be greater than a threshold safety value.

A rudimentary analysis of the computer code is also necessary: does it require
a high CPU time for a single run, does it provide a precise evaluation of its
gradient with respect to the probabilistic input parameters are typical questions.

Depending on these considerations, the uncertainty quantification method-
ology proceeds through different algorithms.

2.3 Step B - The Input’s Uncertainty Quantification

The methods used for the probabilistic modeling of the inputs depend on the
nature and the amount of available information.

In case of scarce information, the analyst first needs to interview experts. The
literature proposes numerous protocols (e.g. [16]) that can assist in obtaining
unbiased and relevant information which may then be translated into a pdf. In
addition, a commonly used approach consists in applying the Maximum Entropy
Principle, that leads to the pdf maximizing the lack of information (modeled by
the Shannon entropy [17]), given the available expertise on the variable to be
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modeled. Whatever the chosen model, it is critical to validate it. One means
for this consists of establishing a dialog with the expert to clearly identify key
features for comparison with the established pdf–e.g. mean and quantiles, or
alternative shape and scale parameters.

When data sets are available, the analyst can use the traditional statistical
inference tools following a parametric or non parametric approach. The kernel
smoothing technique is useful to model distributions which do not present usual
shapes, for example, multimodal distributions. Then, the model is validated by
a numerical fitting test, adapted to the objective of the analysis: for example the
Kolmogorov test is used in the central zone or Anderson-Darling if one is more
interested in tail fitting.

The EDF framework requires that the random input parameters X1, . . . , Xm

be represented as a random vector X with a multivariate pdf, the dependence
structure of which must be explicit. A common way is to define the multivariate
pdf p(X) by its univariate marginal distributions p1(X1), . . . , pm(Xm) and its
copula C, the later encoding the dependence structure [18]. In practice, inference
on copula parameters can present problems and, as shown in [19], Kendall’s τ
or Spearman’s ρ coefficients are not sufficient to fully determine the structure.
Mismodeling the dependence structure is potentially dangerous as it can lead to
an error of several orders of magnitude in the estimate of a threshold exceedance
probability [20]. Our recommendation is that the copula inference be performed
using the same techniques (e.g. Maximum Likelihood Estimation) as those for
the univariate marginals.

2.4 Step C - The Uncertainty Propagation

Once quantified, uncertainties are propagated to the model outcomes. The prop-
agation algorithms depend on the decision criteria and on the model character-
istics specified in Step A.

In case of a min/max analysis, the range of the outcome is determined either
as a result of an optimization algorithm or by sampling techniques. The input
sample may come from a deterministic scheme –e.g., factorial, axial or composite
grid–or randomly generated from the distribution accorded to the input vector.
The choice of the method is informed by the CPU time required for model
execution, G(·).

In case of a central dispersion analysis, the mean value and the variance of
the outcome can be evaluated using Monte Carlo sampling, which also provides
confidence intervals of the estimated values. If a high CPU time forbids such a
sampling method, it is possible to evaluate the mean of the outcomes using a
Taylor variance decomposition method that requires the additional evaluation
of the partial derivatives of the model G(·). No confidence interval is estimated
to quantify the quality of the Taylor approximation.

Finally, in case of a threshold exceedance criteria P[G(x) ≥ z∗], the most
widespread techniques are the simulation-based, such as Monte Carlo method
and its variants that reduce the variance of the probability estimator: LHS, im-
portance sampling, directional sampling, . . . All of the simulation techniques pro-
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vide confidence intervals. More sophisticated sampling methods exist to evaluate
rare events (e.g. particle sampling [21]). In case of high CPU runtime, alterna-
tives (FORM and SORM methods) exist to estimate the exceedance probabili-
ties, based on an isoprobabilistic transformations such as the Generalized Nataf
transformation [20], [22] in case of elliptical copula of the input random vector,
and the Rosenblatt one [23], [24] in the other cases. These transformations are
designed to map the input random vector into a standard space of spherical
distributions. In that space, the integral defining the exceedance probability:∫

Df

p(x)dx, where: Df := {x;G(x) ≥ z∗}

is approximated using geometrical considerations [25,26,27]. These popular tech-
niques provide approximations of very low exceedance probabilities with very
few calls to the model. But no confidence interval is estimated to validate the
geometrical approximations.

Finally, an alternative technique is to use a given budget of model runs to
build a surrogate model G̃(·) which requires negligible CPU time for subsequent
runs. Monte Carlo is then performed on on G̃(·) instead of G(·). Many techniques
are provided in the Open TURNS package, among them the polynomial chaos
expansion (PCE) [28] and the kriging approach [29].

The analyst is invited to mix methods and optimize an evaluation strategy
with respect to a calculus budget. The validation comes from the confrontation
of results obtained by different methods.

2.5 Step C’ - Uncertainty Importance Ranking

The ranking of the uncertainty sources is based on the evaluation of some impor-
tance factors, correlation coefficients and sensitivity factors, the choice of which
varies according to the quantities of interest specified in Step A. See [30] for an
introductory overview of the problem.

In central dispersion studies, the Sobol’s indices explain the variability of the
outcomes by the variability of the input parameters or sets of parameters. Their
evaluation by Monte Carlo sampling is costly and surrogate modeling approach
(in particular PCE) are of great help. More simple correlation based indices
(SRC, SRRC, PCC, PRCC indicators) could also be useful in practice.

In a threshold exceedance study, importance factors could be defined as par-
ticular Sobol indices after the linearization of the model around a specific point
in the standard space. They quantify the impact of the global input uncertainty
on the estimated exceedance probability.

According to the nature of the highest impact uncertainty source, feedback
actions will differ: epistemic uncertainty requires some additional work to in-
crease knowledge; reducible stochastic uncertainty requires some variability re-
ducing actions; and irreducible stochastic uncertainty requires some modifica-
tions of the system in order to protect it against that unavoidable highest impact
variability. These actions do not have the same consequences from the econom-
ical point of view, and do not address time equivalent issues.
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3 The Open TURNS software

3.1 An open source software

Open TURNS [31] is an open source software package designed to implement the
uncertainty framework sketched above. The package is distributed under LGPL
and FDL licenses for the code source and its documentation respectively.

Running under the Windows and Linux environment, Open TURNS is a
C++ library proposing a Python textual interface. It can be linked to any code
communicating through input - output files (thanks to generic wrapping files) or
to any Python-written functions. It also proposes standard interface for complex
wrappings (distributed wrappers, binary data).

Gradients of the external code are taken into account when available and
otherwise can be approximated automatically by finite differences schemes. In
addition to its more than 40 continuous/discrete univariate/multivariate distri-
butions, Open TURNS proposes several dependence models based on copulas:
independent, empirical, Clayton, Frank, Normal, Gumbel, Sklar copulas. It of-
fers a great variety of definitions of a multivariate distribution: list of univariate
marginals and the copula, linear combination of probability density functions or
random variables. Uncertainty propagation step is accomplished through numer-
ous simulation algorithms. Open TURNS implements the innovative Generalized
Nataf transformation and the Rosenblatt one for the FORM/SORM methods.
For ranking analysis, Open TURNS implements the Sobol indices, in addition
to the usual statistical correlation coefficients.

Open TURNS has a rich documentation suite comprising more than 1000
pages, dispatched within 8 documents covering all the aspects of the platform:
scientific guidelines (Reference Guide), end-user guides (Use Cases Guide, User
Manual and Example Guide) and some software documentations (Architecture
Guide, Wrapper Guide, Contribution Guide and Windows port Guide).

Open TURNS implements select high performance computing capabilities
such as the parallelisation of algorithms manipulating large data set (up to 108

scalars) using the threading building blocks technology (TBB). It also provides
a generic parallel implementation of the evaluation of models over large data set
using either pthreads or TBB.

3.2 Some innovative aspects

Open TURNS is innovative in several aspects. Its input data model is based on
the multivariate cumulative distribution function (cdf). This enables the usual
sampling approach, as would be appropriate for statistical manipulation of large
data sets, but also facilitates analytical approaches. If possible, the exact fi-
nal cdf is determined (thanks to characteristic functions implemented for each
distribution, the Poisson summation formula, the Cauchy integral formula, ...).
Furthermore, different sophisticated analytical treatments may be explored: ag-
gregation of copulas, composition of functions from Rn into Rp, extraction of
copula and marginals from any distribution.
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Open TURNS en images

(a) (b) (c)

(d) (e) (f)

Fig. 1. Some Open TURNS snapshots: (a) the Open TURNS logo inspired by Galton’s
box experience, (b) modeling a multi-modal random vector of R2, (c) copula’s fitting,
(d) importance sampling in the standard space around the FORM design point, (e)
FORM importance factors, (f) cobweb plots.

Open TURNS implements up-to-date and efficient sampling algorithms. The
Mersenne Twister Algorithm is used to generate uniform random variables [32],
the Ziggurat method for normal variables [33], the Sequential Rejection Method
for binomial variables and the Tsang & Marsaglia method for Gamma variables
[34]. Exact Kolmogorov statistics are evaluated with the Marsaglia Method and
the Non Central Student and Non Central χ2 distribution with the Benton &
Krishnamoorthy method [35].

Open TURNS is the repository of recent results of PhD research performed
at EDF R&D. In 2011, sparse PCE based on the LARS method [36] was imple-
mented. In a future release the ADS (Adaptive Directional Stratification, [37])
accelerated Monte Carlo sampling technique will be made available for Open
TURNS users.

4 Examples of applied studies

We sketch examples from applied studies excerpted from recent works performed
at EDF R&D. Despite being representative of real industrial problems, these
examples are provided for demonstration purposes only and the results cannot
be used to draw any general conclusion about EDF risk assessment studies.

4.1 Flood risk assessment after the failure of an earth dam

Considering that EDF is a major hydro-power operator (operating more than
200 dams and 400 power stations) and the role played by sea and river water in
the nuclear power generation, it follows that hydraulic simulation is an important
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topic of interest for EDF R&D. In particular, most EDF studies are concerned
with flood risk. As an example, a recent study [38] investigates the flood risk
assessment of a valley in the event that a dominating earth dam fails. Unlike
concrete dams, which generally collapse and empty instantaneously, earth dam
failure is assumed to be progressive and characterized by a so called failure
hydrograph, i.e. a function Q = H(t), describing the emptying discharge Q as
a function of time t. Due to the complexity of the physics involved during the
failure process, the precise shape of a hydrograph is not well known. Oft-used
ansatz in these studies are that (i) the hydrograph has a triangular shape, (ii)
the reservoir volume W at the beginning of the failure (t = 0) is known and
(iii) the reservoir will completely empty during the observation period [0, Tobs],

i.e.
∫ Tobs

0
H(t) · dt = W . Under these assumptions, the failure hydrograph is

completely determined by the peak discharge Qmax and the time Tm at which
the maximum discharge occurs.

The hydraulic modeling of the flood through the underlying valley is imple-
mented by the MASCARET software [39] (resolution of 1D shallow water De
St. Venant’s equations) jointly developed by EDF R&D and CETMEF (Centre
d’Etudes Techniques Maritimes et Fluviales). The geometrical features of the
valley, here modeled as a 200 km long 1D channel (length, slope, section shape)
are supposed to be known. On the other hand, the hydraulic friction parameter
Ks (Strickler’s coefficient) is uncertain and modeled as a random variable.

Three random variables are propagated trough the hydraulic model: Qmax,
Tm and Ks. The output variables of interest are the maximum water level Zmax

reached by the wave front in the most dangerous points of the valley and the
corresponding arrival time Tf . The two most dangerous points (located down-
stream a section narrowing, which gives raise to an hydraulic jump) have been
previously identified by physical consideration. They are located 11 km (Point
1) and 60 km (Point 2) downstream from the dam, respectively.

The uncertainty propagation has been performed by first building a poly-
nomial response surface, then Monte Carlo sampling. A sensitivity analysis has
also been made to find out the most influential variables on Zmax and Tf in
different points of the valley. The most interesting results of the study are: (i)
the quantiles (95%, 99% and 99.9%) of Zmax in Points 1 and 2 and (ii) the
Spearman ranks correlation coefficients between Zmax (Tf , respectively) and
the three input random variables. As an example of results the 99% quantiles of
Zmax in Points 1 and 2 are respectively 675.6 and 516.5 m above mean see level
(amsl). The analysis of Spearman’s coefficients is particularly interesting. The
most influential variable with respect to Zmax evaluation is the peak discharge
Qmax. On the other hand, as far as Tf is concerned, it can be noticed that for
the abscissas located close to the dam the most influential variable is Tm, but
as one moves more and more downstream, the influence of Qmax and Ks raises.
90 km downstream from the dam, the friction coefficient becomes the dominant
variable in the response evaluation.

This kind of study is valuable for supporting public powers in preparing the
Emergency Response Plans in case of dam failure (e.g. planning evacuation of
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Fig. 2. Flood risk example [38]: hypothesis on the failure hydrograph (left) and sensi-
tivity analysis by Spearman’s ranks correlation coefficients (right) of Tf with respect
to Qmax, Tm and Ks along the valley, up to 100 km downstream the dam.

the most exposed areas). The sensitivity analysis is important to let the decision
maker be aware of the weight of the hypotheses taken on the input variable and
to possibly guide further study to reduce the uncertainties tainting the influential
variables.

4.2 Globe valve sensitivity analysis

EDF R&D has a deep history and experience in the application of uncertainty
analysis methods in the field of solid mechanics. Many applied studies have been
performed over the years, concerning for instance cooling towers, containment
structures, thermal fatigue problems, lift-off assessment of fuel rods etc. We will
focus on an application concerning reliability and sensitivity analysis of globe
valves [40]. This investigation was one of the industrial case studies proposed by
EDF in the context of the program, Open Source Platform for Uncertainty Treat-
ment in Simulation (OPUS), funded by the French National Research Agency
(ANR) between April 2008 and September 2011 [41].

Industrial globe valves are used for isolating a piping part inside a fluid
circuit. This study is concerned with the mechanical behavior of the valve un-
der water pressure. For this exemplary study, the variables of interest are the
maximum displacement of the rod and the contact pressures. The tightness per-
formance of the valve is assured if these variables stand below stated threshold
values. The numerical model has been implemented thanks to the Code Aster
software, developed by EDF R&D and distributed under GPL license [42].

We will focus here on the sensitivity analysis of the maximum rod displace-
ment Z. The problem has six uncertain input variables Xi, i = 1 . . . 6: packings,
glands, beams, steel rod Youngs modulus, hydraulic load and clearance. The
goal of the study is the evaluation of Sobol’s indices, which quantifies the con-
tribution of each input Xi (or combinations of inputs, e.g. Xi and Xj) to the
variance of the output V[Z]:

Si[Z] =
V [E[Z|Xi]]

V[Z]
, Sij [Z] =

V [E[Z|Xi, Xj ], ]

V[Z]
− Si[Z]− Sj [Z] . . .
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In practice, the Monte Carlo evaluation of the variances of the conditional ex-
pectations above is unfeasible due to computational resource constraints. One
path to resolve this problem is by implementation of a polynomial chaos ex-
pansion (PCE). This technique consists in replacing the random output of the
physical model by a decomposition onto a basis of orthonormal polynomials.
The problem is reduced to the estimation of a finite set of coefficients, under the
basis of a given number of previous runs of the physical model. As shown for
instance in [43], once the coefficients have been determined, the evaluation of
Sobol’s indices is straightforward due to the orthonormality of the polynomials.
PCE is particularly suited for this kind of problem.

Different methods have been tested for estimating the PCE coefficients. We
have found that the LARS method [36] (cf. Section 3.2) and the NISP library
(Non Intrusive Spectral Projection, developed by CEA [44]) return similar re-
sults, cf. Fig. 3.

Charge
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Fig. 3. Globe valve example [40]: cross sectional view (left), mechanical scheme (center)
and Sobol’s first order indices (right).

5 Conclusion

Throughout this paper we have attempted to present an industrial perspective
on UQ as we see it in our current practice. Of course, we do not pretend to
provide an exhaustive nor prescriptive vision of this large problem.

Our approach is strictly non-intrusive and the problem is primarily viewed
as a propagation of uncertainties from inputs to outputs of a numerical code.
Some further steps for improving this methodology include: (i) systematically
accounting for uncertainties tainting the computer model itself (the works carried
by the MUCM [45], based on the Bayesian analysis of numerical codes [46,47]
will be indeed of great help), (ii) linking of the common methodology sketched
in Section 2 with decision theory, (iii) dealing with high dimension stochastic
problems (m ≈ 100) and (iv) treatment of functional inputs and outputs.
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There can be no doubt that UQ is currently deeply rooted into EDF R&D
practice. Our motivation for further work takes inspiration by our belief that
industrial studies benefit from the consolidated practice of a common method-
ological framework and the Open TURNS software.
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DISCUSSION

Speaker: Alberto Pasanisi

Michael Goldstein : I consider the notion of a unified formulation across ap-
plications as natural and valuable. I wonder how the model discrepency, i.e., the
difference between the model and the system that the model tries to represent,
is represented within the unified formulation.

Alberto Pasanisi : That is a crucial question and I thank Michael for giving
me the opportunity to discuss our viewpoint. Actually, our general formulation
of the problem and the methodological framework going with do not cope ex-
plicitly with model discrepancy. According to this scheme, UQ is mainly seen
as the propagation of parametric uncertainties from inputs X to output Z of a
deterministic computer model Z = G(X). In some studies, generally concerning
inverse problems (e.g. [1]), we did explicitly account for an additive Gaussian
error in the observation model, so that Z = G(X) + ε, but in most cases we
simply consider the model, provided by the experts of given specific application
fields as a black-box admitted as is. That is a purely pragmatic viewpoint, as
in most cases the phases of verification & validation of the numerical code and
parametric uncertainties propagation are made in separate times by different
teams. In addition, a quite shared viewpoint in Uncertainty Analysis practition-
ers’ community is that if the analyst does not trust enough the computer model,
he/she must first improve it, before carrying an uncertainty and a (following)
risk analysis [2].

Even if I acknowledge that the simplified framework I sketched makes thing
easier in the engineering practice, I am aware of the limits of such a scheme and I
hope that the use of more extended approaches quantifying both parametric and
model’s uncertainties will soon become a more standard practice in our studies.
And I think that the work you carried with A. O’Hagan and your colleagues of
MUCM will be of great help.

William Oberkampf : Model form uncertainty and, in many cases, model para-
metric uncertainty is epistemic (lack of knowledge) uncertainty. Epistemic un-
certainty may be characterized as a probability distribution, but this represents
incertitude as a random variable; which it is not. A more proper representation
is to characterize incertitude as an interval-valued quantity, i.e. no knowledge
structure over the range of the interval. This type of uncertainty analysis requires
the use of a broader framework usually referred to as imprecise probability the-
ory. Has EDF investigated the use of imprecise probability distributions in its
uncertainty quantification?

Alberto Pasanisi : This question concerns a very important topic, namely, in
a slightly reformulated way, “is the probabilistic assumption too informative for
coping with purely epistemic uncertainties?” Actually, in our current practice,
we use probabilistic modeling for both epistemic and stochastic uncertainty; in-
deed the Bayesian paradigm seems to give us a reasonable setting for coping with
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both sources of uncertainties in a decisional framework. Nevertheless, we have
also carried more perspective works involving Dempster-Shäfer Theory [3,4] or
a hybrid framework [5] combining probabilistic and possibilistic modeling of un-
certainties. The results about extra-probabilistic modeling are encouraging but,
as far as we are concerned, some issues (e.g. modeling dependencies) still need
to be investigated before these methods could be widely applied in engineering
practice.

Jeffrey Fong : Is the failure envelope boundary line the result of a deterministic
analysis, or, stochastic with a 95% lower limit? If the former, then the failure
envelope is not uncertainty-quantification-based at all. Please clarify.

Alberto Pasanisi : As we do not tackle explicitly model’s uncertainty in our
current framework, the failure domain Df := {x;G(x) ≥ z∗} is deterministic:
it is just the set of values of the input vector X that produce values of the
output Z corresponding to failure conditions. So, the probability of failure is the
probability for the random input X to belong to the failure domain Df .

Maurice Cox : In your framework for uncertainty management you referred
to various principles. Such principles are set out in the GUM (Guide to the
Expression of Uncertainty in Measurement) and Supplements to the GUM. Does
EDF use these documents, or is this a parallel development by EDF?

Alberto Pasanisi : Yes, absolutely. Actually, our framework is largely inspired
by the GUM (and its supplements) which is a reference document in EDF’s
practice. The GUM is widely used by EDF’s engineers and technicians working
in R&D and Engineering Departments, and in power plants.

Pasky Pascual : Maybe I misunderstood, but you seemed to suggest that
Bayesian inference is a way to address the issue of imprecise probabilities. But
doesn’t Bayes assume well-described pdfs or at least probability distributions
that can be (somewhat) estimated?

Alberto Pasanisi : I think that it was a misunderstanding. My idea was that
Bayesian setting allows to take into account an additional level of uncertainty
tainting the probabilistic distributions of inputs, and that this framework fits
comfortably most industrial requirements. Of course, imprecise probabilities con-
stitute a different way to address the problems.

Mark Campanelli : How does your framework do sensitivity analysis? In par-
ticular, is sensitivity analysis done prior to uncertainty analysis in order to de-
termine which parameters can be treated as fixed? Furthermore, can these sen-
sitivity anayses incorporate dependencies between random variables, and if so,
how?

Alberto Pasanisi : According to our schematic framework, sensitivity analysis
(SA) is performed at the same time than uncertainty propagation. That happens,
for instance, when putting into practice advanced method of SA, as Sobol’s
decomposition of the output’s variance. Nevertheless, in particular when the
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number of inputs is large it is recommended to perform, prior to uncertainty
analysis a first SA with less costly techniques (e.g. screening [6] or Morris method
[7]) which, even if based on simplified assumptions, provides a first selection of
influent variables. Then fixed values are given to less influent variables, thus
reducing the stochastic dimension of the problem. Cf. also [8] for a pragmatic
approach to the choice of the SA method, depending on the context of the study.
The second part of the question is much more tricky and concerns more advanced
research works than industrial R&D practice. In engineering studies, the most
pragmatic way for coping with this problem is to gather dependent variables
in groups and evaluate sensitivity indices for each one of these groups. Moving
to more advanced works, you can see [9] for an introduction to the problem.
That is a quite active research topic. Recent interesting papers concerned with
this problem proposes several different approaches. In the linear case, Xu &
Gertner [10] distinguish two indices, quantifying the contribution of a parameter
due to its correlation with the other parameters and the contribution due to
its own effect. In the non-linear case, Li et al. [11] propose a technique for
the covariance decomposition and three types of Sobol’s indices. Other works
propose indices based on the distance [12] between the actual pdf of the output
and conditional densities. These indices can be used in presence of correlated
inputs, but their interpretation could not be easy. Finally techniques based on
the copulas’ formalism are proposed by Kucherenko et al. [13].

Wayne King : Could you describe EDF needs in life extension and life predic-
tion as it relates to reactors?

Alberto Pasanisi : That is an interesting and actually very wide question. I
will give hereby some elements, focused on the key topic “running safely nuclear
power units in the long-term” [14]. EDF operates today 58 pressurized water
reactor units with three different power levels: 900 MW (34 units), 1300 MW
(20 units) and 1500 MW (4 units). Nuclear generation represents about 85% of
EDF power generation. EDF nuclear power plants were designed for operating
during 40 years at least. The lifespan of some components is supposed to be
greater than 40 years, while others must be replaced before, e.g. transformers
should be replaced after 25-30 years. As another example, the EDF Board has
approved in September 2011 an order for 44 steam generators, for its 1300 MW
units.

The mean age of EDF power units is around 29 years: most of nuclear reactors
operating worldwide are contemporary or older than EDF’s ones. Nowadays,
according to international studies lead on both lifespan and maintenance policies
of several nuclear units in different countries, the target of 60 years lifespan is
considered to be granted, by a technical point of view. Since several years, EDF
sets the technical conditions to operate its nuclear unit well beyond 40 years:
components’ refurbishing and replacing programs currently run and will continue
in the next years. The extension of the lifespan will have to meet the compliance
with specific safety objectives which will be fixed by the French Regulation
Authority (ASN). By its side, the strategy of EDF for assuring a safe and high
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performance running of its units in the long term is based on the five pillars
below:

– The ten-yearly inspection of each unit. Under the control of the Regulation
Authority, it is actually a complete check-up of the unit’s facilities. With
a duration of about 90 days, this exceptional shutdown period allows to
realize a huge number of controls and maintenance works. As a matter of
facts, the safety level of each unit is then reinforced every ten years. After
the end of the inspection, the Regulation Authority gives its verdict about
the continuation of the unit’s operation for ten more years.

– The modification and the refurbishing of unit’s devices. These operations
are lead regularly and can take place during ten-yearly inspection or other
shutdown periods. Thanks to the technical similarity of EDF’s units, these
works take profit of technological advances and the enhanced feedback of the
whole nuclear fleet.

– The survey and the anticipation of equipment’s ageing. EDF has set an am-
bitious maintenance policy of its components. Depending on the features and
the role played by each equipment, the maintenance policy could be sched-
uled, condition-based or corrective. Other actions as long-term partnership
with subcontractors to avoid technical obsolescence or shortage problems
complete this set of actions. As a key figure, EDF spends yearly about 2 bil-
lions of euros for the maintenance, refurbishing and modification of nuclear
units’ equipment.

– The preservation and the renewal of human skills. Nuclear units’ operation
needs workers with very specific and high skills. As a significant part of
technicians and engineers working in nuclear units will retire in the very
next years, this question is crucial and challenging and several actions have
already been set by HR to cope with (e.g. recruitment campaigns, tutoring,
partnerships with universities and engineering schools).

– The improvement of technical and technology knowledge. With its large staff
and budget (around 2000 people and 486 millions of euros in 2010 respec-
tively [15]), EDF R&D has a key role in this action. R&D activities cover all
disciplinary fields involved in nuclear process. As an example, two recently
acquired equipments of EDF R&D: the TITAN Transmission Electron Mi-
croscope and the IBM Blue Gene super-computer witness the ambition to
enhance more and more the knowledge of components and materials of nu-
clear units, by both physical and computer experiments.
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