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VARIATIONAL ANALYSIS FOR OPTIONS WITH STOCHASTIC
VOLATILITY AND MULTIPLE FACTORS*

J. FREDERIC BONNANST AND AXEL KRONER}

Abstract. This paper performs a variational analysis for a class of European or American
options with stochastic volatility models, including those of Heston and Achdou-Tchou. Taking into
account partial correlations and the presence of multiple factors, we obtain the well-posedness of the
related partial differential equations, in some weighted Sobolev spaces. This involves a generalization
of the commutator analysis introduced by Achdou and Tchou in [3].

Key words. finance, options, partial differential equations, variational formulation, parabolic
variational inequalities

AMS subject classifications. 35K20, 35K85, 91G80

1. Introduction. In this paper we consider variational analysis for the par-
tial differential equations associated with the pricing of European or American op-
tions. For an introduction to these models, see Fouque et al., [11]. We will set up
a general framework of variable volatility models, which is in particular applicable
on the following standard models which are well established in mathematical finance.
The well-posedness of PDE formulations of variable volatility poblems was studied in
[2, 3, 1, 18], and in the recent work [9, 10].

Let the W;(t) be Brownian motions on a filtered probability space. The variable
s denotes a financial asset, and the components of y are factors that influence the
volatility:

(i) The Achdou-Tchou model [3], see also Achdou, Franchi, and Tchou [1]:

(L1) ds(t) = rs(t)dt + o(y(t))s(t)dWi(t),
' dy(t) = 0(p — y(t))dt + vdWa(t),
with the interest rate r, the volatility coefficient o function of the factor y
whose dynamics involves a parameter v > 0, and positive constants 6 and pu.
(ii) The Heston model [14]

12) ds(t) = s(t) (rdt+\/y(t)dW1(t)),
dy(t) = O~ y(D)dt + v /y(BAWa (t).

(iii) The Double Heston model, see Christoffersen, Heston and Jacobs [17], and
also Gauthier and Possamai [12]:

as(t) = s(t) (rat + /O (1) + /DA (b))
(1.3) dyy (t) 01 (p1 — y1(£))dt + vy \/y1 (£)dWs(t),
dyg (t) = 0, (Mg — Y2 (t))dt + V2/ Y2 (t)dW4(t)
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2 J. Frédéric Bonnans and Axel Kroner

In the last two models we have similar interpretations of the coefficients;

in the double Heston model, denoting by (-, -) the correlation coefficients, we

assume that there are correlations only between Wy and W3, and W5 and Wy.
Consider now the general multiple factor model

ds  =rs(t)dt+ S, fr(ye(t)s™ (£)dWi(t),
dyr = 0p(pr — yr(t))dt + gr(ye (t))dWn 4 (t), k=1,...,N.

Here the y; are volatility factors, fx(yx) represents the volatility coefficient due to
Yk, gk(yx) is a volatility coeflicient in the dynamics of the kth factor with positive
constants 0 and py. Let us denote the correlation between the ith and jth Brownian
motions by k;;: this is a measurable function of (s,y,t) with value in [0,1] (here
s € (0,00) and yi belongs to either (0, 00) or R), see below. We asssume that we have
nonzero correlations only between the Brownian motions Wy and Wy, for k =1
to NN, i.e.

(1.4)

(1.5) kij =0 ifi#jand |j—i] # N.

Note that, in some of the main results, we will assume for the sake of simplicity that
the correlations are constant.

We apply the developed analysis to a subclass of stochastic volatility models, obtained
by assuming that k is constant and

(1.6) | fuyr)| = lyel™; lge(yr)| = vilysl"™; Br € (0,1]; v > 0; % € (0,00).

This covers in particular a variant of the Achdou and Tchou model with multiple
factors (VAT), when v, = 1, as well as a generalized multiple factor Heston model
(GMH), when v, = 1/2, i.e., for k=1 to N:

(1.7) VAT:  filye) =ye,  9e(yr) = vk,
. GMH:  fulyn) = VUyr  gk(0k) = vin/T,.-

For a general class of stochastic volatility models with correlation we refer to Lions
and Musiela [16].

The main contribution of this paper is variational analysis for the pricing equa-
tion corresponding to the above general class in the sense of the Feynman-Kac theory.
This requires in particular to prove continuity and coercivity properties of the corre-
sponding bilinear form in weighted Sobolev spaces H and V', respectively, which have
the Gelfand property and allow the application of the Lions and Magenes theory [15]
recalled in Appendix A and the regularity theory for parabolic variational inequalities
recalled in Appendix B. A special emphasis is given to the continuity analysis of the
rate term in the pricing equation. T'wo approaches are presented, the standard one
and an extension of the one based on the commutator of first-order differential oper-
ators as in Achdou and Tchou [3], extended to the Heston model setting by Achdou
and Pironneau [18]. Our main result is that the commutator analysis gives stronger
results for the subclass defined by (1.6), generalizing the particular cases of the VAT
and GMH classes, see remarks 6.2 and 6.4. In particular we extend some of the results
by [3].

This paper is organized as follows. In section 2 we give the expression of the bi-
linear form associated with the original PDE, and check the hypotheses of continuity
and semi-coercivity of this bilinear form. In section 3 we show how to refine this anal-
ysis by taking into account the commutators of the first-order differential operators
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Analysis for options with stochastic volatility 3

associated with the variational formulation. In section 4 we show how to compute
the weighting function involved in the bilinear form. In section 5 we develop the re-
sults for a general class introduced in the next section. In section 6 we specialize the
results to stochastic volatility models. The appendix recalls the main results of the
variational theory for parabolic equations, with a discussion on the characterization
of the V' functional spaces in the case of one dimensional problems.

Notation. We assume that the domain 2 of the PDEs to be considered in the
sequel of this paper has the following structure. Let (I, J) be a partition of {0, ..., N},
with 0 € J, and

R when k € 1,

N
(1.8) 2:= kI:I (0,00) when k € J.

Qr;  with Qg = {

Let L°(Q) denote the space of measurable functions over Q. For a given weighting
function p : Q — R of class C*, with positive values, we define the weighted space

(1.9) L*P(Q) := {v € L%(Q); /Q v(z)?p(x)dr < oo},

which is a Hilbert space endowed with the norm

(1.10) ol = ([ v<x>2p<x>dx)1/2.

By D(2) we denote the space of C*° functions with compact support in . By
H} _(Q) we denote the space of functions over 2 whose product with an element of
D(£2) belongs to the Sobolev space H2(12).

Besides, let ® be a vector field over Q (i.e., a mapping 2 — R™). The first-order
differential operator associated with ® is, for u : £ — R the function over ) defined
by

(1.11) Dlu)(z) = Z Ql(m)gz (), forall z €.

=0

2. General setting. Here we give compute the bilinear form associated with
the original PDE, in the setting of the general multiple factor model (1.4). Then we
will check the hypotheses of continuity and semi-coercivity of this bilinear form.

2.1. Variational formulation. We compute the bilinear form of the variational
setting, taking into account a general weight function. We wil see how to choose the
functional spaces for a given p, and then how to choose the weight itself.

2.1.1. The elliptic operator. In financial models the underlying is solution of
stochastic differential equations of the form

No
(2.1) dX(t) = b(t, X(£))dt + Y o(t, X (t))dW;.
i=1
Here X (t) takes values in €, defined in (1.8). That is, X; corresponds to the s variable,
and Xy41, for k =1 to N, corresponds to y,. We have that n, = 2N.
So, b and oy, for ¢ = 1 to n,, are mappings (0,7) x @ — R”, and the W;, for
i =1 to n,, are standard Brownian processes with correlation «;; : (0,7) x Q@ — R

This manuscript is for review purposes only.
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4 J. Frédéric Bonnans and Axel Kroner

between W; and W for i,j € {1,...,ns,}. The n, X n, symmetric correlation matric
k(+,+) is nonnegative with unit diagonal:

(2.2) k(t,z) = 0; kiy=1,i=1,...,n,, foraa. (t,z) € (0,T) x Q.

Here, for symmetric matrices B and C' of same size, by ”C = B” we mean that C — B
is positive semidefinite. The expression of the second order differential operator A
corresponding to the dynamics (2.1) is, skipping the time and space arguments, for
u: (0,T) x Q= R:

Ne

(2.3) Au:=ru—>b-Vu— % E nijajTumai,
ij=1
where
n
T < ou?
(2.4) 0j UgzTj = E ki 02, Tt
k=1 TrOTe

r(x,t) represents an interest rate, and u,, is the matrix of second derivatives in space
of u. The associated backward PDE for a European option is of the form

{—it(t,x)+A(t,x)u t,x) = f(t,z), (t,z) € (0,T)x Q;

(25) u(x’T) = UT(Z‘), HARS Qv

with @ the notation for the time derivative of u, ur(x) payoff at final time (horizon)
T and the r.h.s. f(¢,x) represents dividends (often equal to zero).

In case of an American option we obtain a variational inequality; for details we
refer to Appendix D.

2.1.2. The bilinear form. In the sequel we assume that
(2.6) b, o, k are C* mappings over [0,T] x Q.

Multiplying (2.3) by the test function v € D(§2) and the continuously differentiable
weight function p: 2 — R and integrating over the domain we can integrate by parts;
since v € D(Q) there will be no contribution from the boundary. We obtain

3
(27) - %/ J;—ummaivﬁijp:zafj(uav)a
Q =0
with
n
Oou Ov
28 0 ::l/ g 2 :1/ ) ) L
(2.8) ai;(u,v) = 3 ngz:lakjahamk Oz, P = 2 QUJ[U]Uz[U]HzJPa
- ou 9(kKijp) v
29 1 ;:l/ O —— Y :1/ ) T pl—
( ) az](uvv) 2 kalakjgézawk oz, v 3 QO.][U]UZ[I{Up]ppa

i 0(op;) Ou .
(2.10) az;(u,v) = %/ﬂ > on éxi)aika”’): %/Qaj[u](dlvai)mijﬁa

This manuscript is for review purposes only.
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Analysis for options with stochastic volatility 5

(0%j)
(2.11) ad = /Q axg] h U"fzgp /201 Uk] UHU,D
k=1

Also, for the contributions of the first and zero order terms resp. we get

(2.12) a*(u, ) ::—/Qb[u]vp; a®(u,v) ::/Qruvp.

Set
No
(2.13) a’:= Y al;, p=0,...,3
i,j=1
The bilinear form associated with the above PDE is

(2.14) a(u,v) = Z a? (u,v).

p=0
From the previous discussion we deduce that

LEMMA 2.1. Let u € HZ (Q) and v € D(2). Then we have that

Loc

(2.15) a(u,v) = ; A(t, v)u(z)v(x)p(z)de.

2.1.3. The Gelfand triple. We can view a° as the principal term of the bilinear
form a(u,v). Let o denote the n x n, matrix whose o; are the columns. Then

(2.16) (u,v) Z/UJ ulo;[v]kijp = /Vu oka ! Voup.
1,9=1

Since k = 0, the above integrand is nonnegative when u = v; therefore, a®(u,u) > 0.
When £ is the identity we have that a®(u, u) is equal to the seminorm a®°(u, u), where

(2.17) a® (u,u) :z/ lo " Vul?p.
Q

In the presence of correlations it is natural to assume that we have a coercivity of the
same order. That is, we assume that

(2.18) For some v € (0,1]: oro' =~oo', forall (t,x) € (0,T) x Q.
Therefore, we have
(2.19) a®(u, u) > va (u,u).
REMARK 2.2. Condition (2.18) holds in particular if
(2.20) k=,

but may also hold in other situations, e.g., when n = 1, n, = 2, kK12 = 1, and
o1 =09 = 1. Yet when the o; are linearly independent, (2.19) is equivalent to (2.20).
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6 J. Frédéric Bonnans and Axel Kroner

We need to choose a pair (V, H) of Hilbert spaces satisfying the Gelfand condi-
tions for the variational setting of Appendix A, namely V densely and continuously
embedded in H, a(-,-) continuous and semi-coercive over V. Additionally, the r.h.s.
and final condition of (2.5) should belong to L?(0,7;V*) and H resp. (and for the
second parabolic estimate, to L?(0,T; H) and V resp. ).

We do as follows: for some measurable function h : 2 — R4 to be specified later
we define

H:={veL%Q); hve L*(Q)},
(2.21) V:={veH; ofv]€L?>Q), i=1,...,n,},
V := {closure of D() in V},

endowed with the natural norms,
2
(2.22) [vllzz = [hollps Nl = a® (u,w) + [lully -

We do not try to characterize the space V since this is problem dependent.
Obviously, a®(u,v) is a bilinear continuous form over V. We next need to choose
h so that a(u,v) is a bilinear and semi-coercive continuous form, and ur € H.

2.2. Continuity and semi-coercivity of the bilinear form over V. We will
see that the analysis of a® to a? is relatively easy. It is less obvious to analyze the
term

(2.23) a**(u,v) := a®(u,v) + a*(u,v).

Let g;(t,z) € R™ be the vector with kth component equal to

(2.24) Gijk ‘= Kijoi[okj).
Set
No
(2.25) g:= Z Gij, q:=q—>b.
ij=1

Then by (2.11)-(2.12), we have that

a34uv: u|vp.
(2.26) (u,v) /Qq[]p

We next need to assume that it is possible to choose 7 in LO((0,7) x Q), for k =1
to ng, such that

(2.27) q= anok.
k=1

Often the n x n, matrix o(t,x) has a.e. rank n. Then the above decomposition is
possible. However, the choice for 7 is not necessarily unique. We will see in examples
how to do it. Consider the following hypotheses:

(2.28) hy < coh, where h, := Z loi[kijpl/p + Kij divoy|, a.e., for some ¢, > 0,
ij=1

(2.29) h, < c.h, where h, := |r|'/2, a.e., for some ¢, > 0,

(2.30) hy, <cyh, where h, :=|n|, a.e., for some ¢, > 0.

This manuscript is for review purposes only.
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Analysis for options with stochastic volatility 7
REMARK 2.3. Let us set for any differentiable vector field Z: ) — R™
(2.31) Gp(Z):=divZ + Zﬁ[}p]
Since ki =1, (2.28) implies that

(2.32) |Gp(0i)] < coh, i=1;...,n,.
REMARK 2.4. Since
(2.33) oilkiipl = oilkijlp + oilplkij,

and |ki;| < 1 a.e., a sufficient condition for (2.28) is that there exist a positive con-
stants ¢, such that

No No

(2.34) Wy < cohy b= olkgg]|+ Y (|dives| + |oilp] /pl) -
i,j=1 i=1

We will see in section 4 how to choose the weight p so that |o;[p]/p| can be easily
estimated as a function of o.

LEMMA 2.5. Let (2.28)-(2.30) hold. Then the bilinear form a(u,v) is both (i)
continuous over V', and (ii) semi-coercive, in the sense of (A.5).

Proof. (i) We have that a! + a? is continuous, since by (2.9)-(2.10), (2.28) and
the Cauchy-Schwarz inequality:

Ne
|a1(u, ’U) + a2(u7 U)‘ S Z |0“11j (u’ U) + azzj (u’ U)|

ij=1
N Neo

(2.35) <Y lloslulll, Y (oilkispl /o + s dives) o],
= i=1

Neo
< conglvlla Y llo[ulll,.
j=1

(ii) Also, a3* is continuous, since by (2.27) and (2.30):

Ng Neo
(2.36) j@®* (u,0)| <D Nlowlulllpllmevllo < eqllolla D lowlulllp-
k=1 k=1

Set ¢ 1= cong + cp. By (2.35)(2.36), we have that

|a®(u, v)| < [[Ir]"/?u 20 < Gllullalvlla,
lat (u,v) + a*(u, v) + a*(u, v)| < ca®(u)?|lv]| 5.

T 1/2U

Since a® is obviously continuous, the continuity of a(u,v) follows.
(iii) Semi-coercivity. Using (2.37) and Young’s inequality, we get that

a(ua u) 2 ao (uv u) - |a1(ua u)/+ 0“2 (uv u) + a34(u7 u)| - }a5 (ua U)|
> ~00 _ ..00(,\1/2 _ 2
(238) Za (’Ll,) ca 32 HU’HH C”‘HU’HH
> 20 - (35 +e. ) Il
which means that a is semi-coercive. O

This manuscript is for review purposes only.



8 J. Frédéric Bonnans and Axel Kroner

The above consideration allow to derive well-posedness results for parabolic equations
and parabolic variational inequalities.

THEOREM 2.6. (i) Let (V, H) be given by (2.21), with h satisfying (2.28)-(2.30),
(f,ur) € L2(0,T; V*)x H. Then equation (2.5) has a unique solution u in L*(0,T;V)
with @ € L*(0,T;V*), and the mapping (f,ur) — u is nondecreasing. (i) If in
addition the semi-symmetry condition (A.8) holds, then u in L*(0,T;V) and 4 €
L2(0,T; H).

Proof. This is a direct consequence of Propositions A.1, A.2 and C.1. O

We next consider the case of parabolic variational inequalities associated with the set
(2.39) K:={yeV:¢)>T() ae inQ},

where W € V. The strong and weak formulations of the parabolic variational in-
equality are defined in (B.2) and (B.5) resp. The abstract notion of monotonicity is
discussed in appendix B. We denote by K the closure of K in V.

THEOREM 2.7. (i) Let the assumptions of theorem 2.6 hold, with up € KC. Then
the weak formulation (B.5) has a unique solution u in L*(0,T; K) N C(0,T; H), and
the mapping (f,ur) — u is nondecreasing.

(ii) Let in addition the semi-symmetry condition (A.8) be satisfied. Then u is the
unique solution of the strong formulation (B.2), belongs to L>°(0,T; V), and @ belongs
to L*(0,T; H).

Proof. This follows from Propositions B.1 and C.2. O
3. Variational analysis using the commutator analysis. In the following a

commutator for first order differential operators is introduced, and calculus rules are
derived.

3.1. Commutators. Let u: Q — R be of class C?. Let ® and ¥ be two vector
fields over ©Q, both of class C'. Recalling (1.11), we may define the commutator of
the first-order differential operators associated with ® and ¥ as

(3.1) [P, U[u] := ®[T[u]] — V[P[u]].
Note that
I L SN RN |

So, the expression of the commutator is
61‘ Oxp, Bx e
ZCI) 8\I/k 8<I>k 811
X 31’1 6‘xk

It is another first-order differential operator associated with a vector field (which
happens to be the Lie bracket of ® and ¥, see e.g.[4]).

(@, U] [u]
(3.3)

i M:u M:

This manuscript is for review purposes only.
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Analysis for options with stochastic volatility 9

3.2. Adjoint. Remembering that H was defined in (2.21), given two vector fields
® and ¥ over €2, we define the spaces

(3.4) V(®,0):={ve H; PW], Yv]ec H},
(3.5) V(®,¥) := {closure of D(Q2) in V(P,V)}.

We define the adjoint ® " of ® (view as an operator over say C*(£,R), the latter
being endowed with the scalar product of L?*(2)), by

(3.6) (@7 [u],v), = (u,®[v]), for all u,v € D(Q),

where (-, ), denotes the scalar product in L?*(£2). Thus, there holds the identity

(3.7) /be—r[u](x)v(x)p(w)dx = / u(z)®v](x)p(x)dz for all u,v € D(Q).

Q

Furthermore,

- Ov " 0
/Qu;‘biawipdx = —;/Qvaxi (up®;)dx

(3.8) - ) )
u_ Jdp
=_ d;) + — @, .
i;/szv (3961-(“ 9t Zaxi) oo
Hence,
(3.9) Z (udy) — ud; 2Py — —udiv® — Blu] — udp]/p.
' 0z, e

Remembering the definition of G, (®) in (2.31), we obtain that
(3.10) Ou] + & [u] + G,(P)u = 0.

3.3. Continuity of the bilinear form associated with the commutator.
Setting, for v and w in V(®, ¥):

(3.11) A(u,v) = /Q[@, U)[u](z)v(x)p(z)de,
we have
(3.12)
Afu,v) = / (@[ [ullo — V[®[u]])pdz = / W[u)® T (o] — B[u)v T [u])pd

- /Q (®[u][v] — Uu]B[o]) pde + / (B[], (VYo — T[], (D)v) pda

Q

LEMMA 3.1. For A(-,-) to be a continuous bilinear form on V(®, W), it suffices
that, for some ca > 0:

(3.13) |G,(®)| + |G,(¥)] < cah a.e.,
and we have then:

(314) 1A, v)| < W], (1201, + ca ol ) + Il (120, +ea lol) -

This manuscript is for review purposes only.
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10 J. Frédéric Bonnans and Axel Kroner

Proof. Apply the Cauchy Schwarz inequality to (3.12), and use (3.13) combined
with the definition of the space H. 0
We apply the previous results with ® := o3, ¥ := ;. Set for v,w in V:
315 Auo)i= [ looll@u@pe)de, QG =1
Q
We recall that V' was defined in (2.21).

COROLLARY 3.2. Let (2.28) hold. Then the A;j(u,v), i,j =1,...,n,, are con-
tinuous bilinear forms over V.

Proof. Use remark 2.3 and conclude with lemma 3.1. ]
3.4. Redefining the space H. In section 2.2 we have obtained the continuity
and semi-coercivity of a by decomposing ¢, defined in (2.26), as a linear combination

(2.27) of the o;. We now take advantage of the previous computation of commutators
and assume that, more generally, instead of (2.27), we can decompose ¢ in the form

(3.16) g=Y mo+ Y, niloios] ae
k=1

1<i<j<ng

We assume that 7’ and n”” are measurable functions over [0, T| x 2, that n’ is weakly
differentiable, and that for some c% > 0:

N
(3.17) hy, < ¢y h, where ) = || + Z |oi[ni;]]  ae., 7 € L™(Q).

ij=1
LEMMA 3.3. Let (2.28), (2.29), and (3.17) hold. Then the bilinear form a(u,v)
defined in (2.14) is both (1) continuous and (ii) semi-coercive over V.

Proof. (i) We only have to analyze the contribution of a3* (defined in (2.23)),
since the other contributions to a(:,-) do not change. For the terms in the first sum
in (3.16) we have, as was done in (2.36):

(3.18) [ ol

< llowulll, lloxfulngvll, < llok[ulll, ol -
(ii) Setting w := n};v and taking here (®, V) = (0;,0;), we get that

(319) | dsloraadvn = Auw),

where A(+,-) was defined in (3.11). Combining with lemma 3.1, we obtain

[Aij (u, 0)| < log[ull], (Ilai[wlllp + collmijllo HvllH>

(3.20) ,

+[los[ulll, (”Uj [wlll, + collmillo Hv||H) :
Since
(3.21) oi[ni;v] = nijoulv] + oi[ni;]v,
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by (3.17):
(322)  loulwlll, < llijlloe loslolll, + llostiloll, < Inislloc loslvlll, + eqllvlla-

Combining these inequalities, point (i) follows.
(ii) Use u = v in (3.21) and (3.12). We find after cancellation in (3.12) that

A (u, ) = /Q w(oslulosnl) — o5 lulos(nl;))p

(3.23)
+/ (0i[u]Gy(05) — 05[u]Gp(0:)) 175 up.
Q

By (3.17), an upper bound for the absolute value of the first integral is

(3.24) (lostulll, + llos el ) aal, < 2l lel

With (2.28), we get an upper bound for the absolute value of the second integral in
the same way, so, for any € > 0:

(3.25) A (u, migu)| < 4lully [[ully; -
We finally have that for some ¢ > 0

a(u,u) > ap(u,u) — CHU||\§||UHH7 ,
(3.26) > ao(%g) - % ||UHV - %CZHu”Ha
1 1
= g llully = 5 + 1) [Jull -

The conclusion follows. O

REMARK 3.4. The statements analogous to theorems 2.6 and 2.7 hold, assuming
now that h satisfies (2.28), (2.29), and (3.17) (instead of (2.28)-(2.30)).

4. The weight p. Classes of weighting functions characterized by their growth
are introduced. A major result is the independence of the growth order of the function
h on the choice of the weighting function p in the class under consideration.

4.1. Classes of functions with given growth. In financial models we usually
have nonnegative variables and the related functions have polynomial growth. Yet,
after a logarithmic transformation, we get real variables whose related functions have
exponential growth. This motivates the following definitions.

We remind that (I,J) is a partition of {0,..., N}, with 0 € J and that  was
defined in (1.8).

DEFINITION 4.1. Let o' and v" belong to Rf“, with index from 0 to N. Let
G(v',v") be the class of functions ¢ : Q@ — R such that for some ¢ > 0:

(4.1) lp(z)| <c < I (e“Yka + e—v,’gzk)> ( ()% + 2, " )) .
kel keJ

We define G as the union of G(v',~") for all nonnegative (v',~"). We call ;, and v},
the growth order of ¢, w.r.t. xy, at —oco and +0o (resp. at zero and +0o0).

Observe that the class G is stable by the operations of sum and product, and that
if f, g belong to that class, so does h = fg, h having growth orders equal to the sum
of the growth orders of f and g. For a € R, we define

(4.2) ot :=max(0,a); o :=max(0,—a); N(a):=(a®+1)"2
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12 J. Frédéric Bonnans and Axel Kroner

as well as
(4~3) P = pPIpJ,
where
(4.4) pr(z) = I e RN —alN(=)
kel
2%k
4.5 = vk
(45) pa() ng 1 erz}ﬁa%’

for some nonnegative constants o, ), to be specified later.

LEMMA 4.2. Let p € G(v',~"). Then ¢ € L**(Q) whenever p is as above, with «
satisfying, for some positive €' and ", for allk =0 to N:

Oé/ :€/+ /7 O[//:€//+ //’ ke[,
(4.6) { k Yk k Tk

ay ="+ -1y, af=1+"+7, kel

In addition we can choose for k =0 (if element of J):

(47 ap ="+ —1)1; ag =0 if p(s,y) =0 when s is far from 0,
' ap =0, ay :==14+" +~, if ¢(s,y) =0 when s is close to 0.

Proof. It is enough to prove (4.6), the proof of (4.7) is similar. We know that ¢
satisfy (4.1) for some ¢ > 0 and 7. We need to check the finiteness of

as [ (e@beein) (o) s,

kel keJ

But the above integral is equal to the product prp; with

(4.9) pri= 1I /(e”’g”‘ + ek ) N @) —ali NG g,
kel Jr
e _HC%*%'J
(4.10) pyi= H/ § o tar— Az
keJ Jr, 1"'3%

Using (4.6) we deduce that py is finite since for instance
/ (e 7% + e—’h’c’xk)e—akN(ﬂc?)—aﬁJN(ﬂfDdxk
R+

(4.11)
< 2/ e"’;“”ke_(l'*"y’;)“”k(iac;C = 2/ e Trdxy = 2,
Ry R,

and py is finite since

&+ e —1
x —+x
(412) pJ = H / k 8'-‘,—6”—‘,— /_k;_ 1" d.’l’;k < Q.
keJ Jry 1+ Ty, Ve T Vk
The conclusion follows. O
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Analysis for options with stochastic volatility 13
4.2. On the growth order of h. Set for all k
(4.13) ag = ay + aj.

Remember that we take p in the form (4.3)-(4.4).

LEMMA 4.3. We have that:
(i) We have that

Pay,

(4.14) .

< ag, ke J.

Saka k€I7 prmk
p

o o}

(i) Let h satisfying either (2.28)-(2.30) or (2.28)-(2.29), and (3.17). Then the growth
order of h does not depend on the choice of the weighting function p.

Proof. (i) For k € I this is an easy consequence of the fact that N(-) is non
expansive. For k € J, we have that

(4.15) v, _zajatili(1tat) —atha™ ! af — aja
' Pt p (1 + o) 1+ 2%

We easily conclude, discussing the sign of the numerator.
(ii) The dependence of h w.r.t. p is only through the last term in (2.28), namely,

> loilpl/p. By (i) we have that

k
(4.16) % [p]' g’px’“ ok < aglo|, kel
P P oo
k k k
(4.17) U’[”]’< ThPor | 170) < oy | 22|, ke
p p oo | Tk Tk
In both cases, the choice of a has no influence on the growth order of h. O

4.3. European option. In the case of a European option with payoff ur(x),
we need to check that up € H, that is, p must satisfy

(4.18) /Q lur (z)|*h(x)?p(z)dx < co.

In the framework of the semi-symmetry hypothesis (A.8), we need to check that
up € V', which gives the additional condition

(4.19) Z /Q (03 ] (&) Pp(a)dz < oc.

In practice the payoff depends only on s and this allows to simplify the analysis.

5. Applications using the commutator analysis. The commutator analysis
is applied to the general multiple factor model and estimates for the function h char-
acterizing the space H (defined in (2.21)) are derived. The estimates are compared
to the case when the commutator analysis is not applied. The resulting improvement
wil be established in the next section.
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14 J. Frédéric Bonnans and Axel Kroner
5.1. Commutator and continuity analysis. We analyze the general multiple

factor model (1.4), which belongs to the class of models (2.1) with Q@ C RV n, =
2N, and for i =1 to N:

(5.1) ailv] = fi(y)s"vs;  onpalv] = giyi)vi,
with f; and g; of class C' over £2. We need to compute the commutators of the first-
order differential operators associated with the ¢;. The correlations will be denoted
by
(5.2) ,‘%/c = RE,N+k, k= 1,...,N.

REMARK 5.1. We use many times the following rule. For Q@ C R™, where n =
1+ N, ue€ HYQ), a,b € L°, and vector fields Z[u] := au,, and Z'[u] := bu,,, we
have Z[Z'[u]] = a(bug, )z, = @by, Uy, + abug, s, so that

(5.3) [Z, Z'][u] = aby, Uy, — bag,us, .

We obtain that

(5.4) (o5, 00)[u] = (Be — Bi) fiyi) fe(ye)s” TP " uy, 1<i<l<N,
(55) [O-i’o-N‘H'][u} = _Sﬁ7fz/(yl)gl(yl)u87 1= 17"'7N7
and
(5.6) 05, ontel[u] = [on4i, ontel[u] =0, i # L.
Also,
dvoi+ T et 65,
(5:7) . on+ilp] / pi
divonyi + ——— =g;(y) + gz(yl)g

5.1.1. Computation of q. Remember the definitions of g, § and ¢ in (2.24) and
(2.25), where d;; denote the Kronecker operator. We obtain that, for 1 <4, j,k < N:

Tijo =058 f2(yi)s* ™Y Gk = 0;
qi,N+j =0

5.8 - N o

( ) 4gN+4,5,0 = 5ij’€if/(yi)gi(yi)3ﬁl; qn+igk = 05

IN+i N+ k= 0iik9i(Yi) gh(Yi)-

That means, we have for § = 25?;1 gi; and ¢ = ¢ — b that

do =N, (Bif?(w)s® "+ Raf () gi(yi)s™) s g0 = do — 75,
(5.9) Gk = gr(yr) 9k (Yr); ar = Gk — O (e — Yi)s
k=1,...,N.

This manuscript is for review purposes only.



Analysis for options with stochastic volatility 15

121 5.2. Computation of ' and n”. The coefficients n’, 5’ are solution of (3.16).
422 We can write n = 1) + 7, where

No
é:Zﬁ;/oﬁ S illoioy), Al =0ifi=].
' 1<i,j<ng
123 (5.10) <ij<n
_b_zanZ—F Z ﬁq’;j[g’iﬂgj]a ﬁ;j:OIfZ:]

1<4,j<no

424 For k =1 to N, this reduces to

25 (5.11) {ﬁxlﬂcgk(yk) = 9% (yr) gr(yr);

k9 (Yk) = =0k (e — Yi)-
426 So, we have that

N

NIN+k = gk(yk)

127 (5.12) P —0k (1 — yi)
A gr(yr)
428 For the Oth component, (5.10) can be expressed as

— e Nk F 1) gk (i)™ — B fr(ue) e (yi) s™)

120 (5.13) (i1, i (yr) s™ — Bro f2 (yr) 2P~ 1)

Q;Mz

T
I

(= s 1 f1 ) g (i)™ + 5 fre(yi) %) — s = 0.

n
M=

b
Il
-

430  We choose to set each term in parenthesis in the first two lines above to zero. It
431 follows that

132 (5.14) Monan = —Fr € L2(Q), i = Brfulys)s™ .
134 If N > 1 we (arbitrarily) choose then to set the last line to zero with
135 (5.15) i = =0 k=2...N.

436 It remains that

132 (5.16) i f1(yn)s™ =iy FL () g1 () s = rs.
439 Here, we can choose to take either 7y = 0 or 7} y,; = 0. We obtain then two
440  possibilities:

() A =0 and s
1 m = and 7 = —u—,
1 (5.17) ' S BT (y)en ()

W) 7' =" and i yuy =0
(i) 7y Fi(y1) M,N+1
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16 J. Frédéric Bonnans and Axel Kroner
5.2.1. Estimate of the h function. We decide to choose case (i) in (5.17).

The function h needs to satisfy (2.28), (2.29), and (3.17) (instead of (2.30)). Instead
of (2.28), we will rather check the stronger condition (2.34). We compute

N
18 Hy = D )l (|<f-ek>s| n |p;|) T lgw )| <|<fsk>k| 42 )

5.19) hy = |r|?,
5.20) hl = hl + I,
where we have
(5.21)
al O Ok
7 - / e k k
hiy = Z Bel fe(wi)|s™ 1 + 19k (i) | + [ i)™ == + |gn(un) m—| ) »
Pt 0s Yy,
(5.22)
- Qk(uk — Yk) ‘ 1_g, O 1
B = Hron(y)st ™ o | e | |
! ; 9k (Yk) J1(y1)g1(y1) 1) Oyr Lf1(y1)gr(y1)

REMARK 5.2. Had we chosen (ii) instead of (i) in (5.17), this would only change
the expression of h;] that would then be

rst—h

fi(y1)

O (i — yi)
gk (Yr)

N
(5.23) hy=>

k=1

5.2.2. Estimate of the h function without the commutator analysis. The
only change in the estimate of i will be the contribution of hj and h;. We have to
satisfy (2.28)-(2.30). In addition, ignoring the commutator analysis, we would solve
(5.13) with ) = 0, meaning that we choose

(524 i = Bufuly)s™ 4 LI gy
Fr(yr)

and take 7} out of (5.16). Then condition (3.17), with here 7/ = 0, would give
(5.25) h > cyhy, where h, := hj + hg,
with

3 Fi(ww)gw ()
5.26 =D | Belfilyw)ls™ ! ’“’“’“+g’y>,
(5.26) ;( kol fre (yr)| Fon) FATS]

rsl=h1

fl(yl)

O (pr — yk
9 ( yk:

N
(5.27) hy=Y_

k=1

We will see in applications that this is in general worse.
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Analysis for options with stochastic volatility 17

6. Application to stochastic volatility models. The results of Section 5 are
specified for a subclass of the multiple factor model, in particular for the VAT and
GMH models. We show that the commutator analysis allows to take smaller values
for the function h (and consequently to include a larger class of payoff functions).

6.1. A useful subclass. Here we assume that

(6.1)  |fe(ye)l = lyel™; lor(yx)| = l/k|yk|1 s B € (0,1]; v > 05 v, € (0,00).

Furthermore, we assume x to be constant and

(6.2) | fr(y)gn(yr)| = const  for all yx, k=1,...,N.
Set

cs = |1sps/plloc

lok/pllc if Q=R

0 otherwise.

0 if Q=R
lykpr/plloo  otherwise.

(6.3) % =

Ck

We get, assuming that v, # 0:

N
I A ST
( * ) k=1
Furcf el 4 Belye™ 5% + (1= ve)velyel ™)
N
(6.5) hy = (Belyl ™™ 7+ (1= w)wilye ™),
k=1
N
= Okl — ye| 7y
6.6 hl = ( + .
(6.6) K kZ:l AT Y11

Therefore when all y, € R, we can choose b’ as

N
L) (el ™ (4 827 + (1= )y ™ + Jye ™)

k=1
+Z lye] ' + Z |yl ™™

kel keJ

(6.7)

Without the commutator analysis we would get

N
(6.8) =Y Brlye ™™+ vl lye] 7 + (1= )welye ™),
k=1
> pe —ywl
k — _
(6.9) —Z( Vk|yk|1 — +rst Py v1>.
k=1
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18 J. Frédéric Bonnans and Axel Kroner

Therefore we can choose

(6.10) hi=h" B =k + rsl_61/|y1|m + Zl/k\/%k||yk|_7’“-
k
So, we always have that A’ < A" meaning that it is advantageous to use the commu-

tator analysis, due to the term 7s'=%1 /|y;|" above in particular. The last term in
the above r.h.s. has as contribution only when ~y; # 1 (since otherwise h’ includes a
term of the same order).

6.2. Application to the VAT model. For the variant of the Achdou and
Tchou model with multiple factors (VAT), i.e. when v, =1, for k = 1 to N, we can
take h equal to

N

(6.11) Ta =1+ lyl(1+ 771,
k=1

when the commutator analysis is used, and when it is not, take h equal to

N
(6.12) hra = hra+rs' =y 70+ vl lye
k=1

Remember that ur(s) = (s — K)4 for a call option, and ur(s) = (K — s)4 for a
put option, both with strike K > 0.

LEMMA 6.1. For the VAT model, using the commutator analysis, in case of a call
(resp. put) option with strike K > 0, we can take p = pequ, (Tesp. p = pput), with

( ) peatt(s,y) = (1 + 83+€”)_1H;€v:16_5N(yk)7
6.13 sop
Pout(8,9) = T N emeN ),

where ap := (6’ + 222\[:1(1 — Br) — 1) .
+
Proof. (i) In the case of a call option, we have that
(6.14) 1> ¢osP* 71 for ¢y > 0 small enough over the domain of integration,

so that we can as well take

N

(6.15) h(s,y) =1+ > [yel < TR, (1 + |ya]).
k=1

So, we need that o(s,y) € L*(2), with

(6.16) p(s,y) = h2(s,y)uz(s) = (s — K)TI, (1 + |ye])*.

By lemma 4.2, where here J = {0} and I = {1,..., N}, we may take resp.
(6.17) %N=2,7%=0,7 >0 v >0, k=1,...,N,

and so we may choose for ¢/ > 0 and £” > 0:

(6.18) ap=0,a0=3+", a,=¢,a)=¢", k=1,...,N,
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so that setting e := ¢’ 4+ ", we can take p = peay.
(ii) For a put option with strike K > 0, 1 < ¢gs%~! for big enough ¢y > 0, over the
domain of integration, so that we can as well take

N

(6.19) h(s,y) =1+ > |yels™ 1 T (1 + [yiels™ )2 < T 82 72(1 + Jye])?
k=1

and

(6.20) o(s,y) = h2(s,y)ud(s) < (K — )2 82521 + |yg])2.

By lemma 4.2, in the case of a put option and since (K — s)i is bounded, we can take
V> Vs Qs @ as before, for k =1 to N, and

N
(621) =0, v =2 (1—Bx), ao—<s+221—5k —1> ,ag =0
k=1 +

k=1

the result follows. 0

REMARK 6.2. If we do not use the commutator analysis, then we have a greater
“h” function; we can check that our previous choice of p does not apply any more (so
we should consider a smaller weight function, but we do not need to make it explicit).
And indeed, we have then a singularity when say yy is close to zero so that the previous
choice of p makes the p integral undefined.

6.3. Application to the GMH model. For the generalized multiple factor
Heston model (GMH), i.e. when v, = 1/2, k =1 to N, we can take h equal to

N
(6.22) = 1Y () )

when the commutator analysis is used, and when it is not, take h equal to
(6.23) hig = hg + 715 Py |73

LEMMA 6.3. (i) For the GMH model, using the commutator analysis, in case of
a call option with strike K, meaning that ur(s) = (s — K), we can take p = peau,
with
(624) pcall(sa y) = (1 + SS”JFS) H 1yk (1 + y€+2)
(ii) For a put option with strike K > 0, we can take p = ppys, with

(6.25) pout(8,y) = T y5 (1 +yi+2) 7!

Proof. (i) For the call option, using (6.14) we see that we can as well take
(6:26)  Als.y) <1+Z(1/2 %) < 6= KR (4 42,

So, we need that o(s,y) € L*(2), with

(6.27) o(s,y) = h2(s,y)ud(s) = (s — K)2II, (1 + /% + 5, /%),
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By lemma 4.2, where here J = {0,..., N}, we may take resp.

(6.28) %N=27%=0,7%=1,v=1, k=1,...,N,

and so we may choose for ¢/ > 0 and ¢” > 0:

(6.29) ap=0, ay =3+¢", a), =€, a=€¢"+2, k=1,...,N,
so that setting € := ¢’ + ¢”, we can take p = peau-

(ii) For a put option with strike K > 0,1 < ¢os®~! for big enough cq > 0, over the
domain of integration, so that we can as well take

N

(6.30) h(s,y) =1+ > |uels™ " <TRL (1+ [ywls™ )7 S TR 8”272 (1 4 Jya])?
k=1

and

(6.31) e(s,y) = h*(s,y)uz(s) < (K — )1 5”772 (1 + |yx)*.

By lemma 4.2, in the case of a put option and since (K — s)i is bounded, we can take
Yir Vs O, ) as before, for k=1 to N, and

(6.32) =0, 9 =0, ah =0, alf =0,

the result follows. O

REMARK 6.4. If we do not use the commutator analysis, then, again, we have a
greater “h” function; we can check that our previous choice of p does not apply any
more (so we should consider a smaller weight function, but we do not need to make it
explicit). And indeed, by the behaviour of the integral for large s the previous choice
of p makes the p integral undefined.

Appendix A. Regularity results by Lions and Magenes [15, Ch. 1].

Let H be a Hilbert space identified with its dual and scalar product denoted by
(+,-). Let V be a Hilbert space, densely and continuously embedded in H, with duality
product denoted by (,-)y. Set

(A1) W(0,T) := {u € L*(0,T;V); ue L*0,T;V*)}.
It is known [15, Ch. 1] that
(A.2) W(0,T) Cc C(0,T;H) with continuous inclusion,

and that for any u, v in W(0,7T), and 0 < ¢ < ¢’ < T, the following integration by
parts formula holds:

(A:3) /t ((@(s), v(9))v + (B(s), uls))v) ds = (u(t'), v(t") u — (u(t),v(t)) -

Equivalently,

(A4) Q/t (a(s),u(s))vds = ||[ut)||% — ||lu(®)||?, forall u € W(0,T).
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Let A(t) € L>°(0,T; L(V,V*)) satisty the hypotheses of uniform continuity and semi-
coercivity, i.e., for some av > 0, A > 0, and ¢ > 0:

(A5) (A)u,u)v > alul|? — Mul|g, forallue V,and a.a. t €[0,T],
' A u|lyv~ < c|lully, forallueV, and a.a. ¢t € [0,T].

Given (f,ur) € L%*(0,T;V*) x H, we consider the following (backward) parabolic
equation: find w in W(0,T') such

{—u(t) + A(t)u(t)
u(T) =

in L2(0,T; V"),
" f mZOTY

T inH,

and recall classical results from [15, Ch. 1].

PROPOSITION A.1 (first parabolic estimate). The parabolic equation (A.G) has
a unique solution uw € W(0,T), and for some ¢ > 0 not depending on (f,ur):

(A7) llullz2(0,7;v) + llull Lo 0,7;m) < clllur|le + [ fllz20,75v+))-

We next derive a stronger result with the hypothesis of semi-symmetry below:
(A.8)
A(

t) = Ap(t) + A1(t), Ap(t) and A;(¢) continuous linear mappings V — V*,
Ap(t
Ay (

) symmetric and continuously differentiable V- — V* w.r.t. ¢,

t) is measurable with range in H, and for positive numbers ag, c4,1:
(1) (Ao(t)u,u)yv > agllul|¥;, forall u € V, and a.a. t € [0, T,

(i)  [JAi(@)ullg < caqllully, foralueV,anda.a. te|0,T],
feL*0,T;H) and ur € V.

PROPOSITION A.2 (second parabolic estimate). Let (A.8) hold. Then the solu-
tion u € W(0,T) of (A.6) belongs to L*°(0,T;V), i belongs to L*(0,T; H), and for
some ¢ > 0 not depending on (f,ur):

(A.9) [l oo o.15vy + [l 220,y < ellurllv + 1 f 1|22 0,1:m))-

Appendix B. Parabolic variational inequalities.
Let K C V be a non-empty, closed and convex set, K be the closure of K in H,
and ur € K. Let

’ 1K) = {ue L? V) u a.e.
(B.1) {L (0,T; K) := {u € L*(0,T;V); u(t) € K ac.},

W(0,T; K) := W(0,T)N L*(0,T; K).

We consider parabolic variational inequalities as follows: find v € W(0,T; K) such
that

(B.2) {(u(t) + AR u(t) — f(t),v—u(t))y >0 forallve K, aa.t,

w(T) =ur in H.

Take v € W(0,T;K). Adding to the previous inequality the integration by parts
formula

T
(B3) - /O (0(s) = (s), v(s) — u(s))vds = 5]lu(0) = v(0)[IF — 3]lu(T) = v(T)|%
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and since u(T") = up we find that
(B.4)

/O (=o(t) + A()u(t) = £(t),v —u(t)v = 3[u(0) = v(O)II} — 3llw(T) — (D)%
for allv e W(0,T; K), u(T)=urp.

It can be proved that the two formulation (B.2) and (B.4) are equivalent (they have the
same set of solutions), and that they have at most one solution. The weak formulation
is as follows: find u € L%(0,T; K) N C(0,T; H) such that

T
/0 (—o(t) + A()u(t) = f(t),0 —u(t)v > —3[lu(T) — o(T)|%
for all v € L*(0,T; K), u(T) = ur.

(B.5)

Clearly a solution of the strong formulation (B.2) is solution of the weak one.

PROPOSITION B.1 (Brézis [6]). The following holds:
(i) Let up € K and f € L?>(0,T;V*). Then the weak formulation (B.5) has a
unique solution u and, for some ¢ > 0, given vy € K:

(B.6)  |ullpoe (o, 13y + llull20,m5v) < clllurlla + | fllz20,0v+) + llvollv)-

(ii) Let in addition the semi-symmetry hypothesis (A.8) hold, and let ur belong
to K. Then u € L*(0,T;V), u € L?(0,T; H), and u is the unique solution
of the original formulation (B.2). Furthermore, for some ¢ > 0:

(B.7) [l oo o.15vy + N[l 20,0y < cllurllv + [ fll20,2:m))-

Appendix C. Monotonicity. Assume that H is an Hilbert lattice, i.e., is
endowed with an order relation = compatible with the vector space structure:

(C.1) 1 > o implies that vz +x = yoo +x, for all v > 0 and = € H,

such that the maxima and minima denoted by max(z1, z2) and min(xy,z2) are well
defined, the operator max, min be continuous, with min(z1, z9) = — max(—xz1, —z2).
Setting x4 := max(z,0) and z_ := —min(x,0) we have that z = z; —z_. Assuming
that the maximum of two elements of V' belong to V' we see that we have an induced
lattice structure on V. The induced dual order over V* is as follows: for v] and v3 in
V*, we say that v > v3 if (v — v3,v)y > 0 whenever v > 0.

Assume that we have the following extension of the integration by parts formula
(B.3): for all w, v in W(0,T) and 0 <t <t <T,

(C2) 2/t (i(s), up(s))vds = [lur ()7 = lur (O]
and that
(C3) (A, us )y = (Altyus,ughy

PROPOSITION C.1. Let u; be solution of the parabolic equation (A.6) for (f,ur) =
(fi,ul), i =1,2. If f1 > f2 and ut. > w2, then uy > us.
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This type of result may be extended to the case of variational inequalities. If K
and K’ are two subsets of V, we say that K dominates K' if for any u € K and
v € K', max(u,v’) € K and min(u,u’) € K'.

PROPOSITION C.2. Let u; be solution of the weak formulation (B.5) of the parabolidl
variational inequality for (f,ur, K) = (f',u%, K*), i =1,2. If fi > fo, ut > u%, and
K' dominates K2, then ui > us.

The monotonicity w.r.t. the convex K is due to Haugazeau [13] (in an elliptic
setting, but the result is easily extended to the parabolic one). See also Brézis [7].

Appendix D. Link with American options. An American option is the
right to get a payoff W(¢,z) at any time ¢ < T and up at time 7. We can motivate
as follows the derivation of the associated variational inequalities. If the option can
be exercized only at times t; = hk, with h = T/M and k = 0 to M (Bermudean
option), then the same PDE as for the European option holds over (tx,trt1), K =0
to M —1. Denoting by @y, the solution of this PDE, we have that u(t;) = max(¥, ay,).
Assuming that A does not depend on time and that there is a flux f(¢, x) of dividents,
we compute the approximation wuy of u(ty) as follows. Discretizing the PDE with the
implicit Euler scheme we obtain the continuation value g solution of
Bk~ Uktl + Ay = f(tg,), k=0,....,.M —1; wup =max(¥,0),

(D.1) -

so that up = ug+1 — hAG, + hf(tg, ), we find that
(D.2) ug, = max(lg, ¥) = max(ug+1 — hAG, + hf(tg, ), ¥),
which is equivalent to

Uk — Uk41

(D.3) min(ug — U, o

+ At — f(tr, ) = 0.

This suggest for the continuous time model and general operators A and r.h.s. f the
following formulation

(D.4) min(u(t,z)—¥(z), —u(t,z)+ A, x)u(t,z)— f(t,x)) =0, (t,x) € (0,T)xQ.

The above equation has a rigorous mathematical sense in the context of viscosity
solution, see Barles [5]. However we rather need the variational formulation which
can be derived as follows. Let v(x) satisfy v(z) > ¥(z) a.e., be smooth enough. Then

/Q (—ilt,x) + At 2)u(t, 2) — (t,2))) (0(2) — ult,z))dz =
(D.5) / (—ilt, ) + At 2)ult, 2) — £(t,2)) (v(x) — u(t, 2))da
{u(t,z)=¥(z)}

+ (—a(t,z) + A(t, z)u(t,z) — f(t,2))) (v(z) — u(t, z))dz.
{u(t,z)>T(z)}

The first integrand is nonnegative, being a product of nonnegative terms, and the
second integrand is equal to 0 since by (D.3), —u(t, z) + A(t, z)u(t,xz) — f(¢t,z)) =0
a.e. when u(t,z) > ¥(z). So we have that, for all v > ¥ smooth enough:

(D.6) /Q (—u(t, z) + AQt, 2)u(t, ) — f(t,2))) (v(z) — u(t, z))dz > 0.
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We see that this is of the same nature as a parabolic variational inequality, where K
is the set of functions greater or equal to ¥ (in an appropriate Sobolev space).

Appendix E. Some one dimensional problems. It is not always easy to
characterize the space V. Let us give a detailed analysis in a simple case.

E.1. The Black-Scholes setting. For the Black-Scholes model with zero inter-
est rate (the extension to a constant nonzero interest rate is easy) and unit volatility
coefficient, we have that Au = —222u”(z), with z € (0,00). In the case of a put
option: ur(z) = (K — x); we may take H := L*(R;). For v € D(0,00) and u

sufficiently smooth we have that —1 [ #%u” (2)dz = a(u,v) with

o0

(E.1) a(u,v) := é/ooo 2?0/ (z)v (z)dx —|—/ v (x)v(x)d.

0

This bilinear form a is continuous and semi coercive over the set
(E.2) V:={ue€ H; zu'(x) € H}.

It is easily checked that @(x) := x~/3/(1 + x) belongs to V. So, some elements of V
are unbounded near zero.

We now claim that D(0,00) is a dense subset of V. First, it follows from a
standard truncation argument and the dominated convergence theorem that Vo, :=
V' N L*>®(0,00) is a dense subset of V. Note that elements of V' are continuous over
(0,00). Given € > 0 and u € Vo, define

0 if z € (0,¢),
(E.3) ue(r) =< u(2e)(z/e —1) ifx € [g 2],
u(2e) if x> 2e.

Obviously u. € V. By the dominated convergence theorem, u. — w in H. Set for
weV

2e
(E.4) D (w) = / 2w’ (x)%d.
0
Since ®. is quadratic and v. — u in H, we have that:
(E.5) %/ xQ(u; - U/)de = %(I)a(ua —u) < e (ue) + Pe(u).
0

Since u € V, ®.(u) — 0 and

2e
(E.6) Pe(ue) < IIUHio/ e 2% dz = O([[u]%e).

0

So, the Lh.s. of (E.5) has limit 0 when ¢ | 0. We have proved that the set V° of
functions in V'°° equal to zero near zero, is a dense subset of V. Now define for N > 0

1 if x € (0, N),
(E.7) on(z)=4¢ 1—log(z/N) ifx € [N,eN],
0 if x > eN.
Given u € Vj, set uy = upy. Then uy € H and, by a dominated convergence

argument, uy — u in H. The weak derivative of uy is uy = vy + up)y. By a
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dominated convergence argument, zu’@y — xu’ in L2(R, ). It remains to prove that
ruly — 0in L2(R,). But ¢y is equal to 1/x over its support, so that

eN oo
(E.8) ||xug0'N||%2(R+) = / u?(z)dz < / u?(z)dx — 0
N N

when N 1 oco. The claim is proved.
E.2. The CIR setting. In the Cox-Ingersoll-Ross model [8] the stochastic pro-
cess satisfies

(E.9) ds(t) = O(p—s(t))dt+ov/sdW(t), t>0

We assume the coefficients 6, 1 and o to be constant and positive. The associated
PDE is given by

(E.10)

Au = —0(p — z)u' — J26°u" =0 (x,t) € RT x (0,7),
w(x,T) =ur(z) ze€RT.

Again for the sake of simplicity we will take p(x) = 1, which is well-adapted in the
case of a payoff with compact support in (0,00). For v € D(0,00) and u sufficiently
smooth we have that [~ Au(z)v(z)dz = a(u,v) with

(E.11)

a(u,v) = 9/ — 2)u' (x)v(z)dz + %&2/ au' (z)v' (x)dz + %&2/ o' (x)v(z)dz.
0 0
So one should take V of the form
(E.12) V:={uec H; Vaou'(zr) € L*(R;)}.

We next determine H by requiring that the bilinear form is continuous; by the Cauchy-
Schwarz inequality
(E.13)

/OOO o (z)v(z)dz

We easily deduce that the bilinear form a is continuous and semi coercive over V,
when choosing

< [l |2 202.

< 2ol ol | [ o @)utoiaa

(E.14) H:={ve L*Ry); (z'?+27?*we L*(Ry)},

Note that then the integrals below are well defined and finite for any v € V:

(E.15) /Ooo(xl/%/)(x-l/%):/ow w':;/ooo(qﬂ)'.

So w := v? is the primitive of an integrable function and therefore has a limit at zero.
Since v is continuous over (0, 00) it follows that v has a limit at zero.

However if this limit is nonzero we get a contradiction with the condition that
x~Y2y € L*(R,). So, every element of V has zero value at zero.

We now claim that D(0,00) is a dense subset of V. First, V,, := VN L*(0,0) is
a dense subset of V. Note that elements of V are continuous over (0, 00). Given € > 0
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and u € Vy,, define u.(x) as in (E.3). Then u. € V4. By the dominated convergence
theorem, u. — u in H. Set for w € V

2¢e
(E.16) D, (w) := / zw' (z)?dz.
0
Since ®. is quadratic and u. — u in H, we have that:
(E.17) %/ ?(ul —u')de = 1@ (ue — u) < P (us) + Po(u).
0
Since u € V, ®.(u) — 0 and
2¢e
(E.18) D (ue) < E_Qu(%)z/ rdr = 2u(2e)? — 0.
0

So, the Lh.s. of (E.17) has limit 0 when & | 0. We have proved that the set V° of
functions in V*° equal to zero near zero, is a dense subset of V. Define ¢ as in (E.7)

Given u € Vy, set un = upy. As before, uy — w in H, is vy = v'on + ugly,
ru'pn — zu in L*(R,), and it remains to prove that zugy — 0 in L*(Ry). But ¢y
is equal to 1/x over its support, so that when N 1 oo:

o0

eN
(E.19) ||x1/2u<pﬁv||%z(R+) :/ e (x)da < / u?(z)dx — 0.
N N

The claim is proved.

Appendix F. Dependence of the solution w.r.t. the weights. Let p =
p1p2, we index the spaces H, V, W(0,T) as V4 :=V,,, V :=V,, etc.. Then V; CV
with dense inclusion, since D(2) is a dense subspace of V. So, V* C V; with dense
inclusion. In addition, let v € D(Q) and set v := Upy: since our weights belong to
C*(9) we have that v € D(2). It is not difficult to check that, for all u € V;:

(F.1) ap, (u,v) = ay(u, )

Let f € L?(0,T;V*) and u € W1(0,T) be solution of the variational formulation with
the weight p;. Taking v as a test function we see that for a.a. ¢:

(F.2) — (a(t), v)1 + ap, (u(t), v) = (Jf(t),v)1 = (f(t), Jv);

we denote by (-,-)1 (resp. (-,-)) the duality product in Vi (resp. in V). If J denote
the injection of V7 in V| we have for f € V* and v; € V; that

(F.3) (f, Jui) = (J" f, o)1

and if f € H* and J*f € H; (spaces identified with their dual) we deduce that

(F.4) / fuip= / J* fuipr
Q Q
implying that J*f = pa f.
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