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Abstract. The growing size of the multiprocessor system increases its
vulnerability to component failures. The fault diagnosis is the process of
identifying faulty processors in a system through self-testing, and the di-
agnosability is an important parameter to measure the reliability of an
interconnection network. As a new measure of fault tolerance, conditional
diagnosability can better evaluate the real diagnosability of interconnec-
tion networks. In this paper, we derive the conditional diagnosability of
the multiprocessor systems in terms of Complete Josephus Cubes CJCn

(n ≥ 8) under the comparison model.

Key words: Comparison diagnosis; conditional diagnosability; Com-
plete Josephus Cubes

1 Introduction

The process of identifying faulty processors in a system by analyzing the out-
comes of available inter-processor tests is called system-level diagnosis. The foun-
dation of system diagnosis and an original diagnostic model, namely the PMC
model, were established in a classic paper by Preparata et al. [11]. Its target is to
identify the exact set of all faulty nodes before their repair or replacement. All
tests are performed between two adjacent processors, and it was assumed that a
test result is reliable (respectively, unreliable) if the processor that initiates the
test is fault-free (respectively, faulty). The comparison-based diagnosis models,
first proposed by Malek [9] and Chwa and Hakimi [1], have been considered to
be a practical approach for fault diagnosis in multiprocessor systems. In these
models, the same job is assigned to a pair of processors in the system and their
outputs are compared by a central observer. Sengupta and Dahbura [12] devel-
oped this comparison approach such that the comparisons have no central unit
involved. Lin et al. [8] introduced the conditional diagnosis under the compari-
son model. By evaluating the size of connected components, they obtained that
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the conditional diagnosability of Star graph Sn is 3n − 7. Additionally, Hsu et
al. [4] have proved that the conditional diagnosability of hypercube is 3n − 5.
This idea was attributed to Lai et al. [7] who is the first to use a restricted
diagnosis strategy. Recently, the conditional diagnosabilities of cross cubes are
also obtained [18].

The Josephus Cube [5] is a recently proposed novel interconnection network
that has improved topological and exhibits better embedding and communica-
tions performance than the Binary Hypercube and several of its variants[18, 20].
Its link-augmented form, Complete Josephus Cubes, can also be applied as node
cluster in an optical-based architecture suitable for large-scale hierarchical net-
works[6]. These clustered networks can offer system upgrade on a node cluster
basis, improving overall network scalability. Loh and Hsu described a cost effec-
tive fault-tolerant strategy that included a fault-tolerant routing algorithm with
supporting routing hardware.

Based on the fault tolerance of the Complete Josephus Cube CJCn, this
paper establishes the conditional diagnosability of the Complete Josephus Cube
CJCn (n ≥ 8) under the comparison diagnosis model. The rest of this paper
is organized as follows. Section 2 introduces some definitions, notations and the
structure of the Complete Josephus Cube CJCn. Section 3 is devoted to the fault
resiliency of CJCn; and Section 4 concentrates on the conditional diagnosability
of CJCn. Section 5 concludes the paper.

2 Preliminaries

Throughout this paper, we use a graph G = G(V, E) to represent an intercon-
nection network, where each node u ∈ V denotes a processor and each edge
(u, v) ∈ E denotes a link between nodes u and v. Let S be a subset of V (G).
The subgraph of G induced by S, denoted by G[S], is the graph with the vertex
set S ∩ V (G) and the edge set {(u, v) | (u, v) ∈ E(G), u, v ∈ S}. For any subset
F ⊂ V , the notation G \ F (or G − F ) represents the graph obtained by re-
moving the vertices in F from G and deleting those edges with at least one end
vertex in F , simultaneously. If G \ F is disconnected, F is called a vertex cut
or a separating set. The components of G \ F are its maximal connected sub-
graphs. For any node u of G, N(u) denotes the set of all its neighboring nodes,
i.e., N(u) = {v | (u, v) ∈ E}. For any set F ⊂ V , let N(F ) =

⋃
u∈F N(u) − F ,

N [F ] = N(F )∪F . For brevity, N [u] = N(u)∪ {u}, N({u, v}) and N [{u, v}] are
written as N(u, v) and N [u, v]. The symmetric difference of any two sets F1 and
F2 is defined as the set F1 △ F2 = (F1 − F2) ∪ (F2 − F1).

The n-hypercube, denoted by Qn, is a graph with the vertex set V (Qn) =
{anan−1 · · ·a1 | ai ∈ {0, 1}, i ∈ {1, 2, . . . , n}}, and the adjacency is defined as fol-
lows: A vertex anan−1 · · ·a1 is adjacent to the vertex anan−1 · · · ai+1āiai−1 · · · a1(i ∈
{1, 2, . . . , n}). For any two vertices x and y, we use H(x, y) to denote the Ham-
ming distance between x and y, which is the number of different positions be-
tween the binary strings of x and y.



Conditional Diagnosability of Complete Josephus Cubes 3

Remark 1. [16, 7] Let any subset S ⊂ V (Qn) (n ≥ 3) with n ≤ |S| ≤ 2n − 3. If
Qn − S is not connected, Qn − S has two components, one of which is trivial,
and the other is of size 2n − |S| − 1.
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Figure 1. The Complete Josephus Cubes (a)CJC3 and (b) CJC4

Now, we formally present the structure of the Complete Josephus Cube
CJCn.

Definition 1. [6] The n-dimensional (n ≥ 3) Complete Josephus Cube, de-
noted by CJCn, is a graph with the vertex set V (CJCn) = {anan−1 · · ·a1 | ai ∈
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{0, 1}, i ∈ {1, 2, . . . , n}}, and the adjacency is defined as follows: A vertex an · · · a1

is adjacent to
(1) the vertex anan−1 · · ·ai+1āiai−1 · · ·a1, where i ∈ {1, 2, . . . , n};
(2) the vertex ānān−1 · · · ā2ā1;
(3) the vertex anan−1 · · ·a3ā2ā1.

The edges of type (1) are referred to as Hamming (H) links, the edges of type
(2) are referred to as complementary (C) links or cross links and the edges of
type (3) are referred to as Josephus (J) links. The structures of the CJC3 and
CJC4 are shown in Figure 1.

Definition 2. [13, 10] The enhanced hypercube, denoted by EQn,k, is a graph
with the vertex set V (EQn,k) = {anan−1 · · · a1 | ai ∈ {0, 1}, i ∈ {1, 2, . . . , n}},
and the adjacency is defined as follows: A vertex an · · · a1 is adjacent to

(1) the vertex anan−1 · · ·ai+1āiai−1 · · ·a1, where i ∈ {1, 2, . . . , n};
(2) the vertex an · · ·ak+1ākāk−1 · · · ā2ā1.
If k = n, EQn,k is degrated to the folded cube FQn [19].

Remark 2. By the definition of the Complete Josephus Cubes, it is easy to see
that any n-dimensional Complete Josephus Cube CJCn can be viewed as L⊕R
where L (respectively, R) is subgraph of CJCn with the prefix 0 (respectively,
1) of each vertex. And we have L ∼= R ∼= EQn−1,2. CJCn has the hypercube Qn,
the folded hypercube FQn and the enhanced hypercube EQn,2 as its subgraphs.

Remark 3. (1) The connectivity of hypercube Qn is n[14];
(2) The connectivity of enhanced hypercube EQn,k is n + 1 (when k = n,

EQn,n is Folded cube FQn)[14];
(3) The restricted vertex connectivity of hypercube Qn is 2n− 2[15];
(4) Let S ⊂ V (Qn) such that Qn − S has at least three isolated vertices or

an isolated edge and two isolated edges. Then |S| ≥ 3n− 4[17].

3 Fault tolerance of CJCn

The connectivity κ(G) of a graph G = G(V, E) is the minimum number of
nodes whose removal results in a disconnected or a trivial (one node) graph. A
k-regular graph is maximally connected if it is k-connected. A k-regular graph
is (loosely) super k-connected if any one of its minimum separating sets is a
set of the neighbors of some vertex. In addition, if the deletion of a minimum
separating set results in a graph with two components (one of which has only
one vertex), then the graph is tightly super k-connected. To compensate for this
shortcoming, Esfahanian introduced the concepts of the restricted cut and the
restricted connectivity of a graph [3]. A restricted vertex set S is a restricted
vertex-cut if G \S is disconnected, and no component is an isolated vertex. The
restricted vertex connectivity of a graph G, denoted by κ′(G), is the minimum
cardinality of a restricted vertex-cut. It has been shown that if a network pos-
sesses the restricted connectivity property, it is more reliable and has the lower
vertex failure comparing to that has only the super connectivity property.
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Lemma 1. Let G be a graph, u and v be any two vertices of G such that u and
v have common neighbors. Then we have the following.

(1) If the graph G is hypercube Qn, |N(u) ∩ N(v)| = 2[14];
(2) If the graph G is folded cube FQn, |N(u) ∩ N(v)| = 2[20];
(3) If the graph G is augment cube AQn, 2 ≤ |N(u) ∩ N(v)| ≤ 4[2].

Lemma 2. For any integer n with n ≥ 5, u and v be any two vertices of
the Complete Josephus Cube CJCn such that u and v have common neighbors,
|N(u) ∩ N(v)| = 2.

Proof. Let u = anan−1 . . . a2a1. Since CJCn has Qn as its subgraph and AQn

as its supergraph, by Lemma 1(1)(3), we have 2 ≤ |N(u) ∩ N(v)| ≤ 4.
(1) H(u, v) = 1.
If v = anan−1 . . . a2ā1 or anan−1 . . . a3ā2a1, |N(u) ∩ N(v)| = 2; otherwise,

v = anan−1 . . . ai+1āiai−1 . . . a2a1, |N(u) ∩ N(v)| = 0.
(2) H(u, v) = 2.
By the definition of CJCn, v = anan−1 . . . ai+1āiai−1 . . . ā2a1 or anan−1 . . . ai+1

āiai−1 . . . a2ā1 0r anan−1 . . . a3ā2ā1 or anan−1 . . . ai+1āiai−1 . . . aj+1ājaj−1 . . . a2a1,
the pair of u and v have exactly two common neighbors.

(3) H(u, v) = 3.
If v = anan−1 . . . ai+1āiai−1 . . . a3ā2ā1, |N(u)∩N(v)| = 2; otherwise, |N(u)∩

N(v)| = 0.
(4) H(u, v) = n − 1.
If v = ānān−1 . . . ā3a2a1, |N(u) ∩ N(v)| = 2; otherwise, |N(u) ∩ N(v)| = 0.
(5) 4 ≤ H(u, v) ≤ n − 3 or H(u, v) = n.
Since there exists no common neighbor of u and v, |N(u) ∩ N(v)| = 0.
From the discussion above, it is easy to see that Lemma 2 holds.

Lemma 3. The Complete Josephus Cube CJCn (n ≥ 4) is tightly super n + 2-
connected.

Proof. Taking into account that CJCn has regular degree n + 2, we need only
to prove that if CJCn − S is disconnected with |S| = n + 2, CJCn − S has
exactly two connected components one of which is an isolated vertex. We denote
SL = S ∩ L and SR = S ∩ R.

Since CJCn −S is disconnected, exactly one of L−SL and R−SR is discon-
nected (otherwise, both L − SL and R − SR are disconnected, by Remark 3(2),
|S| = |SL|+ |SR| ≥ 2n > n for n ≥ 4, a contraction). Without loss of generality,
we assume that L− SL is disconnected and R− SR is connected. Then we have
|SL| ≥ n.

If |SR| ≤ 1, by the fact that |N(v) ∩ R| = 2 for any vertex v ∈ L − SL and
R− SR is connected, CJCn − S is connected, a contraction. Therefore, we have
|SR| = 2 and |SL| = n.

If there is not isolated vertex in L − SL, let C be arbitrary one connected
component of L − SL with |C| ≥ 2, then C is connected to R − SR (in detail,
|N(C)∩R| ≥ 3 > |SR|, which means that CJCn−S is connected, a contraction).
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If there are at least two isolated vertices in L− SL, let v1 and v2 be any two
isolated vertices of L − SL, by Lemma 2, we have

|NL(v1) ∪ NL(v2)| = |NL(v1)| + |NL(v2)| − |NL(v1)| ∩ NL(v2)|

= n + n − 2

> |S|,

a contradiction.

By the discussion above, there is exactly one isolated vertex say v, in L−SL

and NL(v) = SL. Let C be arbitrary one connected component of L− SL − {v}
with |C| ≥ 2, then C is connected to R − SR (in detail, |N(C) ∩ R| ≥ 3 >
|SR|), which means that (L − SL − {v}) ∪ (R − SR) is connected. In addition,
N(v) ∩ R = SR (otherwise, N(v) ∩ (R − SR) 6= ∅, v is connected R − SR. Then
CJCn −S is connected, a contraction). Thus, N(v) = S and CJCn −S −{v} is
still connected.

Lemma 4. For any vertex u of V (EQn,2)(n ≥ 6), the connectivity of EQn,2 −
N [u] is κ(EQn,2 − N [u]) = n − 1.

Proof. EQn,2 can be viewed as L ⊕ R, where L (respectively, R) is subgraph of
EQn,2 with the prefix 0 (respectively, 1) of each vertex. And we have L ∼= R ∼=
EQn−1,2.

Since δ(EQn,2−N [u]) = n−1, κ(EQn,2−N [u]) ≤ n−1. Now, we show that
κ(EQn,2 − N [u]) ≥ n − 1 in the following.

Let S be the subset of V (EQn,2−N [u]) with |S| = n−2. Denote SL = S∩L
and SR = S ∩ R. Without loss of generality, we assume that u is in L.

Since |SR| + |N [u] ∩ R| ≤ n − 2 + 1 < n, by Remark 3(2), R − N [u] − SR is
connected. Then we need only to show that any vertex v ∈ V (L−N [u]− SL) is
connected to R − N [u] − SR.

If N(v) ∩ (R − N [u] − SR) 6= ∅, we are done; otherwise, by the fact of

|N(v)| = n + 1 > |N(v) ∩ N(u)| + |S| = 2 + n − 2,

we have that N(v) ∩ (L − N [u] − SL) 6= ∅. Without loss of generality, we set
v0 ∈ V (N(v) ∩ (L − N [u] − SL)). Then there must exist one vertex

v1 ∈ V (N(v, v0) ∩ (L − N [u] − SL))

such that N(v1)∩ (R−N [u]− SR) 6= ∅ (otherwise, |N(v, v0)∩L| − |SL| ≤ |SR|,
which means that |N(v, v0) ∩ L| < |S|, i.e., 2n − 4 < n − 2, a contradiction).
Therefore, v is connected to R−N [u]−SR and EQn,2−N [u]−S is still connected.

Lemma 5. Let {u, v} be a pair of adjacent vertices of V (CJCn)(n ≥ 6). Then
κ(CJCn − N [u, v]) ≥ n − 2.
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Proof. Let S be a subset of V (CJCn−N [u, v]) with |S| = n−3. Let SL = S∩L
and SR = S ∩ R.
Case 1 both of u and v are in L (respectively, R).

Since |N(w) ∩ N [u, v]| ≤ 2 for any vertex w ∈ R, by Remark 3(2), we have
that R − N [u, v] − SR is still connected.

If N(x)∩ (R−N [u, v]−SR) 6= ∅ for any vertex x ∈ L−N [u, v]−SL, we are
done; otherwise, there exists a neighbor of x in L − N [u, v] − SL, say x0. Then
there must exist one vertex

x1 ∈ V (N(x, x0) ∩ (L − N [u]− SL))

such that N(x1)∩ (R−N [u]−SR) 6= ∅ (otherwise, |N(x, x0)∩L| − |SL| ≤ |SR|,
which means that |N(x, x0) ∩ L| < |S|, i.e., 2n − 4 < n − 3, a contradiction).
Thus, x is connected to R through the C − link or H − link of x1. Therefore,
CJCn − N [u, v] − S is still connected.
Case 2 u is in L and v is in R (respectively, u is in R and v is in L).
Subcase 2.1 |SL| ≤ n − 4 and |SR| ≤ n − 4.

Taking into account that

|SL| + |N(v) ∩ L| ≤ n − 4 + 1 = n − 3

and
|SR| + |N(u) ∩ R| ≤ n − 4 + 1 = n − 3,

by Lemma 4, both of L−N [u, v]− SL and R−N [u, v]− SR are still connected.
Since |L−N [u, v]−SL| > |N [u, v]∩R|+|SR| (i.e., 2n−1−(n+2) > (n+2)+(n−3)
for n ≥ 6), L−N [u, v]−SL is connected to R−N [u, v]−SR, which means that
CJCn − N [u, v] − S is connected.
Subcase 2.2 |SL| = n−3 and |SR| = 0 (respectively, |SR| = n−3 and |SL| = 0).

By Lemma 4, R−N [u, v]−SR is connected. Then we need only to show that
any vertex w ∈ V (L − N [u, v] − SL) is connected to R − N [u, v] − SR.

If N(w) ∩ (R − N [u, v] − SR) 6= ∅, we are done; otherwise, by the fact of

|N(w)| = n + 2 > |N(w) ∩ N(u, v)| + |S| = 4 + n − 3,

we have that
N(w) ∩ (L − N [u, v] − SL) 6= ∅.

Without loss of generality, we set w0 ∈ V (N(w) ∩ (L − N [u, v] − SL)). Then
there must exist one vertex w1 ∈ V (N(w, w0) ∩ (L −N [u]− SL)) with N(w1) ∩
(R − N [u, v] − SR) 6= ∅ (otherwise, |N(w, w0) ∩ L| − |SL| ≤ |SR|, which means
that |N(w, w0) ∩ L| < |S|, i.e., 2n− 4 < n− 3, a contradiction). Therefore, w is
connected to R − N [u, v] − SR and CJCn − N [u, v] − S is still connected.

Theorem 1. Let S be a subset of at most 3n − 3 vertices of V (CJCn)(n ≥
6). Under the conditional fault model, that is, N(u) * S for any vertex u ∈
V (CJCn), CJCn − S satisfies one of the following conditions:

(1) CJCn − S is connected; or
(2) CJCn−S has exactly two connected components, one of which is K2 and

the other one has 2n − |S| − 2 vertices.
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Proof. Let SL = S ∩ L and SR = S ∩ R with the restriction that |S| ≤ 3n − 3.
Case 1 N(u, v) * S for any pair of adjacent vertices {u, v} of CJCn.
Subcase 1.1 Either |SL| ≥ 2n − 2 or |SR| ≥ 2n − 2.

Without loss of generality, we assume that |SR| ≥ 2n − 2. Then |SL| ≤
3n− 3 − (2n− 2) ≤ n− 1 < κ(EQn−1,2), by Remark 3(1), we have that L− SL

is still connected. Now we show that there exists a path connecting u to L− SL

for any vertex u ∈ R−SR. Let uL and uc be the neighbors of u, which are in L.
If at least one of uL and uc is not in SL, we are done; otherwise, since N(u) *

S, there exists one neighbor v ∈ (R−SR) of u. If N(v)∩(R−SR) 6= ∅, we are done;
otherwise, since N(u, v) * S, there must exist one vertex w ∈ N(u, v)∩(R−SR)
such that N(w) ∩ (L − SL) 6= ∅ (otherwise, since |N(u, v) ∩ R| ≥ 2n− 4 and all
these 2n − 4 vertices have at least 2n − 4 neighbors in L, |SL| ≥ 2n − 4. Then
|S| ≥ 2n − 4 + 2n − 2 > 3n − 2, a contradiction). Therefore, u can connect to
L − SL which means that CJCn − S is connected.
Subcase 1.2 |SL| ≤ 2n − 3 and |SR| ≤ 2n− 3.

If one of two subgraphs L − SL and R − SR is connected, the discussion is
similar to that of Subcase 1.1. Now we assume that both of L− SL and R− SR

are disconnected.

S S S S
L

LL

LR

R

R

R

u uv
v

L−S −{u} L−S −{u}R−S   −{v} R−S  −{v}

(a) (b)

Figure 2. Illustration in Theorem 1 for the example of subcase 1.2.1

Subcase 1.2.1 |SL| ≤ 2n − 5 and |SR| ≤ 2n − 5.
In this case, by Remark 1, there must exist one vertex u ∈ L − SL (respec-

tively, v ∈ R−SR) such that N(u)∩L ⊂ SL (respectively, N(v)∩R ⊂ SR), and
both of L − SL − N [u] and R − SR − N [v] are still connected.

We now show that the four parts {u}, {v}, L−SL −N [u] and R−SR−N [v]
constitute exactly one connected component.

If u is connected to v, by the assumption that N(u, v) * S, either N(u) ∩
(R − SR − {v}) 6= ∅ or N(v) ∩ (L− SL − {u}) 6= ∅ holds ( Figure 2(a)). Now we
assume that u and v are not adjacent, by the assumption that N(u) * S and
N(v) * S, N(u)∩ (R−SR −{v}) 6= ∅ and N(v)∩ (L−SL −{u}) holds ( Figure
2(b)).

Furthermore, |L−SL −{u}| > |SR ∪{v}| (i.e., |L|− |SL|− 1 > |SR|+1) and
there exists a perfect matching between L and R, L − SL − {u} is connected to
R − SR − {v}.

By the discussion above, we obtain that CJCn − S is connected.
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Subcase 1.2.2 2n − 4 ≤ |SL| ≤ 2n − 3 or 2n − 4 ≤ |SR| ≤ 2n − 3.
Without loss of generality, we assume that 2n − 4 ≤ |SR| ≤ 2n − 3, then

n ≤ |SL| ≤ n + 1. Since L (respectively, R) has Qn−1 as its subgraph, by
Remark 1, there are exactly two components of L − SL, one of which is trivial,
say {u}. By Remark 3(3)(4), we obtain that in R − SR, there are exactly two
components, one of which is trivial or one isolated edge.

If the smaller one of the two components of R−SR is trivial, say u, then the
discussion is the same as subcase 1.2.1. If the smaller one of the two components
of R − SR is an isolated edge, say {v0, v1}, by the assumption that 2n − 4 ≤
|SR| ≤ 2n − 3, |N(v0, v1)| = 2n − 4. If u is connected to the edge (v0, v1),
|N(u, v0, v1)| = 3n−1 > 3n−3, and {u, v0, v1} is connected to L−SL or R−SR.
If u is not connected to the edge (v0, v1), by the assumption that N(u) * S, u is
connected to R−SR. Since there are 4 neighbors of {v0, v1} in L and n ≤ |SL| ≤
n + 1, {v0, v1} is connected to L − SL. Since |L − SL − {u}| > |SR ∪ {v0, v1}|
(i.e.,|L| − |SL| − 1 > |SR| + 2) and there exists a perfect matching between L
and R, L−SL −{u} is connected to R−SR −{v0, v1}. Therefore we obtain that
CJCn − S is connected.
Case 2 There exists a pair of adjacent vertices {u, v} of G such that N(u, v) ⊂ S.

Since |S ∩ N(u, v)| ≥ |N(u, v)| ≥ 2n, we have

|S − N(u, v)| = |S| − |S ∩ N(u, v)| ≤ 3n − 3 − 2n = n − 3.

By Lemma 5, CJCn − S − N [u, v] is connected. So the graph CJCn − S has
exactly two components, one of which is K2[u, v], the other is CJCn−S−{u, v}.

4 The Conditional Diagnosability of CJCn

The comparison diagnosis strategy can be modeled as a multi-graph M = (V, C),
where V is the same node set defined as in G, C is the labelled edge set. A
labelled edge (u, v)w is said to belong to C if (u, v) is an edge labeled by w,
which implies that the processors u and v are compared by processor w. Since
different comparators can compare the same pair of processors, M is a multi-
graph. Denote the comparison result as σ((u, v)w) such that σ((u, v)w) = 0 if
the outputs of u and v agree, and σ((u, v)w) = 1 if the outputs disagree. If the
comparator w is fault-free and σ((u, v)w) = 0, the processors u and v are fault-
free; while σ((u, v)w) = 1, at least one of the three processors u, v and w is faulty.
The collection of the comparison results defined as a function σ : C → {0, 1},
is called the syndrome of the diagnosis. A subset F ( V is said to be compatible
with a syndrome σ if σ can arise from the circumstance that all vertices in F are
faulty and all vertices in V \ F are fault-free. A faulty comparator can lead to
unreliable results, so a set of faulty vertices may produce different syndromes.

Let σF = {σ | σ is compatible with F}. Two distinct subsets F1 and F2 of
V (G) are said to be indistinguishable if and only if σF1

∩ σF2
6= φ; otherwise,

both of F1 and F2 are said to be distinguishable. There are several different ways
to verify whether a system is t-diagnosable under the comparison approach. The
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following lemma obtained by Sengupta and Dahbura [12] gives necessary and
sufficient conditions to ensure distinguishability.

Lemma 6. [12] Let G be a graph. For any two distinct subsets F1, F2 of V (G).
(F1, F2) is a distinguishable pair if and only if at least one of the following
conditions is satisfied.

(1) There are two distinct vertices u, w ∈ V (G) − (F1 ∪ F2) and there is a
vertex v ∈ F1∆F2 such that (u, v)w ∈ C;

(2) There are two distinct vertices u and v ∈ F1 \ F2 and there is a vertex
w ∈ V (G) − (F1 ∪ F2) such that (u, v)w ∈ C; or

(3) There are two distinct vertices u, v ∈ F2 \ F1 and there is a vertex
w ∈ V (G) − (F1 ∪ F2) such that (u, v)w ∈ C.

Lin et al. [8] introduced the so-called conditional diagnosability of a system
under the situation that no set of faulty vertices can contain all neighbors of
any vertex in the system. A faulty set F ⊂ V (G) is called a conditional faulty
set if NG(v) * F for every vertex v ∈ V (G). A system G(V, E) is said to
be conditionally t-diagnosable if F1 and F2 are distinguishable for each pair of
distinct conditional faulty set F1 and F2 with |F1| ≤ t, |F2| ≤ t. The maximum
value of t such that G is conditionally t-diagnosable is called the conditional
diagnosability of G, denoted by tC(G). It is trivial that tC(G) ≥ t(G).

Lemma 7. Let F1 and F2 be any two distinct conditional faulty subset of CJCn

with |F1| ≤ 3n − 2 and |F2| ≤ 3n − 2, and H be the maximum component of
CJCn − F1 ∩ F2. Then for any vertex u ∈ F1 △ F2, we have u ∈ H.

Proof. Without loss of generality, let u ∈ F1 − F2.
Since F2 is the conditional faulty subset, there is a vertex v ∈ CJCn−F2−{u}

such that (u, v) ∈ E(CJCn). Assume that u /∈ H . Then we have v /∈ H . In other
words, (u, v) is the small component of CJCn − F1 ∩F2. Obviously, |F1 ∩ F2| ≤
3n− 3. Since F1 and F2 are two distinct conditional faulty subset of CJCn. By
Theorem 1, (u, v) is a component K2 of CJCn −F1∩F2, and N(u, v) ⊂ F1∩F2.
In addiction, u ∈ F1−F2, so that all the neighbors of v are in F1. However, since
F1 is the conditional faulty subset, so we have u ∈ H .

Lemma 8. [8] Let G be a graph with δ(G) ≥ 2, and let F1 and F2 be any two
distinct conditional faulty subsets of G. If either F1 ⊂ F2 or F2 ⊂ F1, (F1, F2)
is a distinguishable conditional pair under the comparison diagnosis model.

Theorem 2. The conditional diagnosability of the Complete Josephus Cube
CJCn under the comparison diagnosis model is tc(CJCn) = 3n − 2 (n ≥ 8).

Proof. First, we prove that tc(CJCn) ≤ 3n− 2.
There exist three vertices u, v, w ∈ V (CJCn), such that (u, w, v) is in a cycle

of length 3. We set A = N [u, v, w], F1 = A − {w, v}, and F2 = A − {u, w}. We
get |F1| = |F2| = 3(n − 1) + 2 = 3n − 1, and |F1 − F2| = |F2 − F1| = 1. It is
easy to check that F1 and F2 are two conditional faulty sets, and F1 and F2 are
indistinguishable. Hence, we have the result tc(CJCn) ≤ 3n − 2.
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Second, we prove that tc(CJCn) ≥ 3n − 2. Suppose that F1 and F2 are two
distinct conditional faulty subsets of CJCn with |F1| ≤ 3n−2 and |F2| ≤ 3n−2.
Then it is suffice to prove that (F1, F2) is distinguished under the comparison
diagnosis model.

By Lemma 8, if one of F2 ⊂ F1 and F1 ⊂ F2 holds, then (F1, F2) is distin-
guishable.

Now we assume F2 * F1 and F1 * F2, which implies that |F1 − F2| ≥ 1 and
|F2 − F1| ≥ 1. We have |F1 ∩ F2| ≤ 3n− 3.

Let H be the maximum component of CJCn − F1 ∩ F2. By Lemma 7, any
vertex in F1 △ F2 is in H .

We claim that H has a vertex, say u, outside of F1 ∪F2 that has no neighbor
F1 ∩ F2. Since every vertex of CJCn has degree n + 2, those vertices in F1 ∩ F2

have at most (n + 2)|F1 ∩F2| neighbors in H in total. There are at most 2(3n−
2) − |F1 ∩ F2| vertices in F1 ∪ F2 and at most two vertices of CJCn − F1 ∩ F2

may not belong to H by Theorem 1. Since |F1 ∩ F2| ≤ 3n − 3, we have

2n − (n + 2)|F1 ∩ F2| − (2(3n− 2) − |F1 ∩ F2|) − 2

≥ 2n − (n + 1)|F1 ∩ F2| − 2(3n− 2) − 2

≥ 2n − n(3n − 3) − 2(3n − 2) − 2

= 2n − 3n2 − 3n + 2

> 2 (n ≥ 8).

Thus, there must be some vertex of H outside F1∪F2, which has no neighbors
in S. Let u be such a vertex.

If u has no neighbor in F1∪F2, then we can find a path of length at least two
within H to a vertex v in F1 ∪ F2. We may assume that v is the first vertex of
F1∆F2 on this path, and let q and w be the two vertices on this path immediately
before v (we may have u = q), so q and w are not in F1 ∪ F2. The existence of
the edges (q, w) and (w, v) shows that (F1, F2) is a distinguishable conditional
pair of CJCn by Lemma 6. Now we assume that u has a neighbor in F1∆F2.
Since the degree of u is at least 3, and u has no neighbor in S, there are three
possibilities:

(1) u has two neighbors in F1 − F2; or
(2) u has two neighbors in F2 − F1; or
(3) u has at least one neighbor outside F2 ∪ F1.
In each subcase above, Lemma 6 implies that (F1, F2) is a distinguishable

conditional pair of CJCn under the comparison diagnosis model.
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