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Exact controllability in projections of the bilinear Schrodinger
equation™

Marco Caponigrof Mario Sigalottit?

May 12, 2017

Abstract

We consider the bilinear Schrodinger equation with discrete-spectrum drift. We show, for n € N
arbitrary, exact controllability in projections on the first n given eigenstates. The controllability
result relies on a generic controllability hypothesis on some associated finite-dimensional approxi-
mations. The method is based on Lie-algebraic control techniques applied to the finite-dimensional
approximations coupled with classical topological arguments issuing from degree theory.

1 Introduction

In this paper we study the controllability problem for the multi-input Schrédinger equation

v

PR (E) = (Ho + wa(OH) + ..+ () H) () (1)

where Hy, ..., Hy are self-adjoint operators on a Hilbert space H and the drift Schrodinger operator Hy
(the internal Hamiltonian) has discrete spectrum. The control functions u(-), ..., u,(:), representing
external fields, are real-valued and v (-) takes values in the unit sphere of H.

In recent years there has been an increasing interest in studying the controllability of the bilinear
Schrodinger equation (1), mainly due to its importance for many applications such as laser spectroscopy
or quantum information. The problem concerns the design of control laws (uy,...,u,) steering the
system from a given initial state to a pre-assigned final state in a given time.

The controllability of system (1) is a well-established topic when the state space H is finite-
dimensional (see for instance [14] and reference therein), thanks to general controllability methods for
left-invariant control systems on compact Lie groups ([18, 17, 16, 15]).

We are interested here in the case in which H is infinite-dimensional. When the control operators
Hy, ..., Hy, are bounded, it is known that the bilinear Schrodinger equation is not exactly controllable
(see [3, 28]). Hence, it is natural to look for weaker controllability properties such as approximate
controllability or controllability between eigenstates of the Schodinger operator. In certain cases,
when H is a function space on a a real interval, a description of reachable sets has been provided
(see [4, 5, 21]). In R?, d > 1, the exact description of the reachable set seems a difficult task. However,
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approximate controllability results have been obtained with different techniques: adiabatic control
([1, 10]), Lyapunov methods (]20, 22, 23, 24]), and Lie-algebraic methods ([13, 7, 8, 12, 9, 6, 19, 25]).

The Lie-algebraic approach developed in [13, 8, 12, 9] serves as basis for the analysis in this paper.
The basic idea is to drive the system with control laws that are in resonance with spectral gaps of the
internal Hamiltonian Hy. The resonances are used to idenfify finite-dimensional dynamics which can
be tracked with arbitrary precision by the infinite-dimensional system. In [9] we introduced the Lie—
Galerkin Control Condition (see Definition 4 below), which ensures that the family of finite-dimensional
dynamics obtained in this way is controllable. The condition applies also for very degenerate spectra
of the internal Hamiltonian Hjy and guarantees operator controllability, approximate controllability in
finer topologies, and tracking.

In this paper we go beyond approximate controllability and prove that the Lie—Galerkin Control
Condition implies a stronger controllability property: exact controllability in projections. The Lie—
Galerkin Control Condition provides controllability for a fixed finite-dimensional approximation while
avoiding the transfer of population to higher energy levels for higher-dimensional approximations. This
yields estimates on the difference between the dynamics of the finite-dimensional approximation and
the original infinite-dimensional system. This fact combined with the continuity of the input-output
mapping (see Assumption (A5)) and a topological degree argument ensures exact controllability in
projections. More precisely, our main result, Theorem 3, states that given a Hilbert basis (¢ )ren of
‘H made of eigenvectors of A, for every given n € N, initial condition ¥y, € H with |[¢i| = 1, and
final condition ¢ € H such that ||1¢|| = 1 with (¢, ¢;) > 0 for some j > n there exists an admissible
control ¢t — (u1(t),...,up(t)) such that the associated solution ¢ +— (t) of (1) with (0) = i,
satisfies (Y% (Yin), @) = (Y, ¢;) for every j = 1,...,n. The result guarantees, for instance, that given
any initial condition ¢y, and any n € N, it is possible to steer in finite time ;, to the orthogonal
complement of span{¢i, ..., ¢, }.

The hypothesis that the final condition ¢ satisfies (¢, ¢;) > 0 for some j > n cannot be removed.
Since, as we have already recalled, one cannot expect exact controllability tout court if the control
operators Hy, ..., H, are regular (e.g., continuous). The regularity of the control operators, and as
a consequence of the input-output mapping, is therefore an obstruction for the exact controllability
while, on the other hand, continuity of the input-output mapping is an assumption needed for the
application of the topological degree methods used in the proof of Theorem 3 below. In this sense the
controllability in projections is the strongest general controllability property that one may expect in
the framework of bounded control potentials.

2 Framework and main result

Let p e N, § > 0, and U = Uy x --- x Uy, with either U; = [0,6] or U; = [-0,6]. For simplicity
of notation we consider the bilinear control systems obtained by replacing the operators in (1) by
A= —iHy and Bj = —iH;, j =1,...,p. This leads to the following definition.

Definition 1. Let H be an infinite-dimensional Hilbert space with scalar product (-,-) and A, By, ..., B,
be (possibly unbounded) skew-adjoint operators on #, with domains D(A), D(By),...,D(B,). Let
us introduce the controlled equation

dy

—(0) = (A+wi(t)Br + - +u(O)B)b(t), ult) € U. (2)

We say that A satisfies (A1) if the following assumption holds true.



(A1) A has discrete spectrum with infinitely many distinct eigenvalues (possibly degenerate).

Note that (A1) is true whenever A has compact resolvent. Denote by ® a Hilbert basis (¢)ren of
‘H made of eigenvectors of A associated with the family of eigenvalues (i\g)ren and let £ be the set
of finite linear combinations of eigenstates, that is,

L= U span{¢1, ..., ok}
keN
We consider the following assumptions:
(A2) ¢, € D(Bj) forevery ke N,j=1,...,p;
(A3) A+wiB1+---+u,By, : L — H is essentially skew-adjoint for every u € U.
When (A, By, ..., By, ®,U) satisfies (A1) — (A2) — (A3) we define the solution of (2) as follows.

Definition 2. We say that v € L*([0,T],RP) is admissible for (2) if u(t) € U for almost every
t € [0,7] and, for every 1y € H, there exists ¢ : [0,7] — H such that ¥(0) = 1y the function
t— (¥(t), Pr) is absolutely continuous for every k € N and satisfies

L0k (1)) = ~ (A + ur(OB1 -+ (1) By, (1), Q

for almost every ¢ € [0, T]. The function ¢ — (t) is called solution of (2) with initial condition vy € H
associated with the control w.

Assumption (A3) implies that the norm of the solutions given by Definition 2 is constant along the
evolution. In particular it guarantees the uniqueness of solutions. We can therefore define the unitary
propagator of (2), denoted by Y}, as follows.

Definition 3. Let w : [0,7] — U be admissible for (2). The mapping [0,7] > ¢t — T} where Y}y
is the evaluation at time ¢ of the solution of (2) with initial condition ¢y € H associated with wu, is
called propagator of (2).

Let (A, By,...,B,, ®,U) satisfy (Al) — (A2) — (A3) and let U C L*°([0,00),U). We say that
(A,By,...,By, ®,U,U) satisfies (A4) if

(A4) every u € U is admissible.

Assumption (A4) holds true for the class of piecewise constant controls and, under suitable regu-
larity conditions, for the class of smooth controls as detailed in the following two remarks.

Remark 1. Let (A, By,...,Bp, ®,U) satisfy (Al) — (A2) — (A3) and let u(-) = (u1(-),...,up(:)) be a
p-tuple of piecewise constant controls on [0,7] with value in U. Then u is admissible for (2) and the
propagator is given by

Tu = -0 (A Bittu By oL etl(A+u§1)Bl+...+u;1)Bp)7
here SY ' t; <t < 3t and u(r) = (u(j) u(j)) eUif St <7< > #. Indeed, since
w =1 U= =10 2 1 55 Up —1U=sT 1—1 L1 , S
A+u1 By +-+uy B —t(A+u1 Bi+-+up B
<¢n’€t( +u1Bi++up p)w0> = (e t(A+ur Bi+-+up p)¢n’¢o>7

then t — () = Y1) satisfies (3) for almost every ¢ € [0, T].



Remark 2. Let u € C1([0,T],U) and By, ..., B, be A-bounded with A-bound smaller than 1/§, namely
e D(Bj) > D(A),
e there exists a < 1/0 and b € R such that for all ¢ € D(A) one has

1B;joll < al Agl| + bl|o|l;

for every j = 1,...,p. Then by the Kato—Rellich theorem (|26, Theorem X.12]) and [26, Theorem X.70]
u is admissible for (2).

We say that (A, By, ..., By, ®,U,U) satisfies (A) if it satisfies (A1) — (A2) — (A3) — (A4) and the
following additional assumption.

(A5) The input-output mapping is continuous in the sense that if (u,)ney C U and u € U are such
that u, — u in L1([0,T]) as n — oo then Y}"¢ tends to Y¥¢p in H uniformly with respect to
t €[0,T] as n — oo for every ¢ € H.

Remark 3. In the case in which A satisfies (A1) and By, ..., B, are bounded operators, assumptions
(A2), (A3) are clearly verified. Assumption (A5) is the consequence of [3, Theorem 3.6]. More general
conditions on By, ..., B, ensuring that (A5) holds true can be found for instance in [11, Section 2.3].

For n € N we denote by II,, the projection of H on the span of the first n eigenvectors of A, namely

II,: H — H
Vo= i1 (ks V) P

When it does not create ambiguities we identify Im(IL,) = span{¢1, ..., ¢,} with C". Given a linear
operator (Q on ‘H we identify the linear operator m,Qm, preserving span{¢i, ..., ¢y} with its n x n
complex matrix representation with respect to the basis (¢1,. .., ¢,). We define

AW =1, AT, and B =11, B;11,,

for every j=1,...,p.
Let us introduce the set >, of spectral gaps associated with the first n eigenvalues of A as

Sp={M =Ml Lk=1,...,n}.
For every o > 0, every m € N, and every m X m matrix M, let

Eo(M) = (M) 100,152y | ) k=15

where ¢.. denotes the Kronecker symbol. The n x n matrix SU(B](")), j=1,...,p, corresponds then
to the “selection” in Bj(-n) of the spectral gap o: every element is 0 except the (I, k)-elements such that
Al — Ag| = 0.

Define

En={(0,7) € Zn x{1,...,0} | (Bj)ktlor—ry =0, forevery k=1,....,nand I >n}. (4)

The set Z,, can be seen as follows: If (o, j) € Z,, then the matrix M = &, (Bj(n)) is such that

5U(B(.N)) = < M 2 ) for every N > n.



Definition 4 ([9]). For every n € N define
M, = {A(")} U {50(3](.")) | (0,) € Zn and j is such that (0, ) € zn}
U {5U(B§">) | (0,5) € Enyo #0,U; = [, 5]} .

We say that the Lie—Galerkin Control Condition holds if for every ng € N there exists n > ng such
that
LieM,, D su(n).

The Lie—Galerkin Control Condition is a sufficient condition for approximate controllability as
stated in Theorem 1 below.

Definition 5. Let (A, Bi,..., By, ®,U,U) satisfy (Al) — (A2) — (A3) — (A4). We say that (2) is
approximately controllable by means of controls in U if for every g, in the unit sphere of H and
every € > 0 there exists u € U and T > 0 such that |[1p1 — T4 (o) < e.

Theorem 1 ([9, Theorem 2.6]). Let (A, Bi,...,B,, ®,U) satisfy (Al) — (A2) — (A3). If the Lie-
Galerkin Control Condition holds then system (2) is approximately controllable by means of piecewise
constant controls.

Theorem 1 can be extended to the class of smooth controls as stated in Theorem 2 below. The
proof of this result is given in Section 4.

Theorem 2. Let U be the set of C™ functions with values in U and (A, B, ..., By, ®,U,U) satisfy
(A1)—(A2)—(A3)—(A4). If the Lie-Galerkin Control Condition holds then system (2) is approxzimately
controllable by means of controls in U.

Our main result is the approximate controllability in projections as stated below. Theorem 2 is
one of the main tools in its proof.

Theorem 3. Let U be either the set of piecewise constant functions with values in U or the set of C'*°
functions with values in U. Let (A, By,...,B,, ®,U,U) satisfy (A). Assume that the Lie-Galerkin
Control Condition holds. Then for every n € N, € > 0, for every initial condition iy, € H with
||| = 1 and every final condition ¢ € H such that ||[¢¢|| = 1 and |[a(v¢)]| < 1, there exists
u:[0,T] = U, u €U such that

(T ($1n)) = Ha(¢x) and || T7 (%) — i <e.

3 Finite-dimensional approximations of infinite-dimensional propa-
gators

In this section we introduce an auxiliary control system whose solutions are, up to phases, trajectories

of (2), as showed in Lemma 4 below.

For t,ui,...,up € R set O(t,u) = O(t,u1,...,up) = e (u By + -+ upo)etA : L — H. Note
that

@(t, Uy ,up)jk = <¢k, @(t, ULy .- - ,up)¢j> = ei()‘k_)\j)t (Ul(Bl)jk + - + up(Bp)jk) .



Consider the nonautonomous control system

y(t) = O(t, ur(t), -, up(t))y(t)- ()

Admissibile solutions of (5) are, as in Definition 2, absolutely continuous functions y : [0,7] — H
satisfying

d
&«bm y(t)) = —(O(t, u(t),. .. ’up(t))¢nv y(t)), (6)
for any n € N and for almost every ¢ € [0, 7.

Lemma 4. Let uw € U. Then u is admissible for (5) and the corresponding admissible solution
y :[0,T] — H associated with the initial condition y(0) satisfies

T (y(0) = e y(t),

for every t € [0,T).

Proof. The function
y(t) = e T (y(0))

satisfies
3 Gm ) = L e, THw(O))
= e (g, TH(y(0))) + € %«bn, T} (5(0))
= A (B, TEY(0)) — ™ (A + s (B + -+ + up(t) By, TE(H(0)))
— e () By + -+ up(t) By b, €y (1))
= —(Otur(t), - up(t))dns y(1)),
for every n € N and for almost every ¢ € [0, 7. O

The following lemma is inspired by [12, Theorem 1].
Lemma 5. Letn € N, 0 >0, j € {1,...,p}, vop and v1 in R, and a,b € R such that 0 < a < b. For
every N > n let ¥ = (0,...,0,0V,0,...,0) : R = RP be periodic of period T = 27/, such that
~—— ——

Jj—=1 p=J

T T .
/ oN () dt = vo, / oN () tdt = v, (7)
0 0
and

T
/ oM (4)e™tdt =0, for every m > 2 such that mo € Xy. (8)
0

Assume that one of the following three conditions is satisfied: (i) (o,j) and (0,j) are in E,; (i7)
(0,7) € E, and vy = 0; (i44) (0,5) € Z, and v; = 0. Assume, moreover, that w /K is admissible for
every N € N and every K € N large enough. Then

. . rwN /K KTA (n) (n) _

il [T geq 7 = e exp(r(0€0(B) ) + 116 (B 7)) L, y,m) = 0,

uniformly with respect to T € [a,b], where eXp(T(Vng(BJ(n)) + Vlé'g(B](.")))) : C" — C" is identified
with an operator on H.



Proof. Step 1. Fix, for now, N > n and consider the Galerkin approximation of order N of system (5),
namely the system associated with ©N) (¢, u) = IIx©(t, u)[Iy. Then, for every s <t and 7 € [a, b],

., Kt Tw (r) — (1
exp oW <r, K> dr =exp / O (Kr, 7wN (Kr)) dr
Ks s

t
= exp / e_TKAW)TUN(KT)B](-N)JKA(M dr, (9)

S

where the notation eﬁ) is used to denote the chronological exponent, see [2]. We claim that

t _
/ €_TKA<N)’UN(K’I”)BJ(-N)erKA(N)dT N tTS (VOgO(BJ(-N)) +V180(BJ(-N))> (10)

S

as K — oo, uniformly with respect to s,t € [0,7]. Indeed, this follows from (8) and the fact that for

every o’ € R\ oZ

1 Kt N -,
— v (r)e? "dr -0
K Ks

as K — 00, as it can be seen by developing v in Fourier series.
Hence by (9), (10), and averaging arguments (see, for instance, [2, Lemma 8.2]) we deduce that

Kt N
— N) TW (7")> ((t — )T (N) () >
exp ol (r, dr — exp 1p&o(B: ) +11E,(B; 11
" T T ( 0&0(B; ") + 11&s(B; )) (11)

as K — oo, uniformly with respect to s,t € [0,T] and 7 € [a, b].
Step 2. Let

y(t) = e AT K (),

for 1) € II,,(H). By Lemma 4, y(¢) is a solution of (5).
By variation of constants formula and since IIyO(s, u)(I — IIy) is an operator uniformly bounded
with respect to s € R and u € U, we deduce from (6) that

I,y (t) = II,, exp /Ot@UV) (J“p“) ds (1)

+1I,, /Ot (&f) /: oW (n “"IN{(T)> dr> IyO <s, T‘”IN{(S)> (I - Toy)y(s)ds.

We are left to prove that limy_ oo img_ oo Hne*KTAT;(wTN/KHn = exp(VOSO(B](-n)) + 1/15’0(3](-"))) uni-

formly with respect to 7 € [a, b]. Indeed, by unitarity of the evolution of (5), this also implies that

: : —KTAypmw™ /K
i (= M) ey T = 0
uniformly with respect to 7 € [a, b].
By (11), for every N > n we have that

KT

N
lim T, exp 0 oW <s, T‘*’K(S)> ds 11, = exp(r(vo&o(BY") + 11€,(BY"))),




uniformly with respect to 7 € [a, b]. Hence, we are left to prove that for every ¢ > 0 and every N large
enough one has

KT KT N N
lim sup ]Hn/ <e¥f> o) <T, 7'(.0(7")) dr> lIN© <s, (e (S)> (I—HN)efsATg“’N/KdSHnH <e,
K—o0 0 s K K

uniformly with respect to 7 € [a, b]. Notice that

KT KT N N
/ (&f) 6 <7” WK(T)> dT) ye (57 WK(S)> (I - Iy)e AT K ds =
0 s

T KT N
/ <e¥f) o) (7‘, TWK(T)> dr) IINO (Ks, TwN(KS)) (I- HN)e_KSAT;)SN/de.
0 Ks

We are going prove, therefore, that for every € > 0 and every N large enough

_, [KT TV (r)
lim sup ||II,, (exp o) (r, > dr) JIENS) (Ks,TwN(Ks)) I-1In)| <e,
K—oo Ks K

uniformly with respect to s € [0,7] and 7 € [a,b]. We have that

— KT 7w (r)

IL, <exp o) (r, 7 ) dr) IIy© (Ks,TwN(KS)) (I-1IIn)
Ks

KT

—1I, <e¥f) oW <r, T“’;V{(T)> dr) I,0 (Ks, 7w (Ks)) (1—Tly)

Ks

+ 1, (&ﬁ KKT o™ <'r, “"IN((T)> dr> (Iy — 11,)0 (Ks, 7w (Ks)) (I -1Iy).  (12)

Fix N large enough so that
€

T
for every s € R and u € U. Concerning the term in (12), by assumption (A2) one has that

MTL,© (s, u) (T—Ty)| <

Iy —11,)© (s,u) (I — 1)

is a bounded operator on H, uniformly with respect to s € R and u € U.
Notice that by the assumptions on o, j, vy, and v; it holds

1L, (I/OgO(B]('N)) + Vlf‘:o(B](-N))) (IIy —1I,) = 0.

Hence, by (11),
KT

oW (7", mg”) dr) (Iy — II,)

tends to 0 as K — oo uniformly with respect to s € [0,7] and 7 € [a,b]. Hence the term in (12) goes
to 0 as K — oo uniformly with respect to 7 € [a, b]. O

1, (e?p
Ks



3.1 Efficiency of admissible controls

Let us discuss the values of 1y and 11 which can be obtained with a control satisfying the hypothesis
of Lemma 5. We distinguish two cases depending on the nature of the control set Uj.

If U; = [—6,0] then for every vy, € R a simple example of periodic function, independent of N,
satisfying (7) and (8) is given by

o(t) = % (vo + 2v; cos(at)) . (13)

Indeed by orthogonality of trigonometric functions one has that

T -
/ v(t)e™tdt = 0
0

for every integer m > 2 (in particular for every m > 2 such that mo € Xy ).

In the case in which U; = [0, 6] the restriction on the sign of vV represents an additional require-
ment. If vy = 0 then vV = 0. Otherwise, up to replacing v~ by vV /1, one can assume that vy = 1.
The value of || is a measure of the efficiency of the control vV (see [12, Section 2.4]). Notice, for
instance, that the efficiency of the functions 5-(1 % cos(ot)) is 1/2. Hence, by convexity, one can
choose a vV, independent of N, so that 1o = 1 and v is any prescribed value in [~1/2,1/2].

However, in both cases, these simple and explicit choices of vV are somehow too rigid for our
purposes. Indeed these functions are not piecewise constant and, on the other hand, one cannot
concatenate smooth functions of the form (13) corresponding to distinct values of o in a smooth (i.e.
C*°) way. In order to overcome this issue we restrict condition (8) to m > 2 such that mo € Xy
allowing v"V to depend on N. This is the rationale for Lemma 6 below, which shows that small
perturbations of functions of the form (13) yield admissible controls with efficiency arbitrarily close
to 1/2. In the C*° case we further prescribe the approximating admissible controls to be zero with all
derivatives at 0 and T so that concatenations of function of this kind are smooth.

Lemma 6. Let 0 > 0 and define T = 27 /0. Denote by %r either the class of nonnegative piecewise
constant functions on [0,T] or the class of nonnegative C* functions on [0,T] that are zero with all
derivatives at 0 and T. Then, for every v1 € (—1/2,1/2) and N € N there exists w € %y such that

(i) fy w(tydt =1,
(i1) fOTw(t)ewtdt =,
(741) fOTw(t)eim"tdt =0 for every m > 2 such that mo € Xy.
Proof. Let @g € {t = 1 — cos(ot),t — 1+ cos(ot)} and
{@1,..., 01} = {t = sin(mot),t — cos(mot) | m > 2 such that mo € Xn}.
Let o € [4/5,1). For every € > 0 consider wg, wi, ..., w; € %r such that
wo(t) >e* forevery t € [e,T — ¢, (14)

wo(t) =0 for every t € [0,e2) U (T — €2, T]
wi(t)=0 forevery j=1,...,k, and t € [0,e) U (T —¢,T],



and such that

|wj = jllz2qo,m) < Ce, for every j =0,...,k, (15)
for some C' independent of . Indeed, since o > 4/5 one easily checks that (14) is compatible with
(15).

Consider the solution (c1,...,cx) of the linear system
<w17¢1>cl +--+ <'LU]€,801>C]€ = —<'UJ07Q01>,
(w1, pr)er + -+ (Wi, pr)er = —(wo, Pr)-
Notice that the solution exists since the matrix of the system is close to an invertible diagonal matrix
for e sufficiently small. Moreover |cj| < Ce for every j = 1,...,k (possibly considering a larger
constant C').
Then define

k
Wo
w = T + g CjWj.
J=1

The function w belongs to %r. Indeed since o < 1 then w > 0 for £ small enough.
-1
By construction w satisfies (iii). Possibly rescaling w by a factor ( fUT wdt) = 1+ O(e) point
(7) is satisfied. Notice now that

r , 1 (7 : 1
/ w(t)e'tdt = / wo(t)etdt + O(e) = £= + O(e).
0 T 0 2
The conclusion follows by convexity and letting € go to zero. 0
Remark 4. One could relax the condition on v in (8) by replacing the set X by
{‘)\l — )\k| | l,k = 1, .. .,N, and <¢1,Bj¢k> 75 0}

The proof of Lemma 5 remains unchanged since the condition in (8) is only used in (10).

4 Proof of Theorem 2

4.1 Finite-dimensional exact controllability implies infinite-dimensional approxi-
mate controllability up to phases

Let ng € N and n > ng be given by the Lie—Galerkin Control Condition. Define the collection of
matrices

W = {4} u{&(B") | (0.5) € 2.}
U {50(B§”>) +vE,(B) | (0.5) € Z, and 0, j are such that (0, j) € En,0 # 0,1 € (~1/2, 1/2)}
U {50(33(,")) | (0,5) € Zp, 0 £ 0, and Uj = [, 5]} ,

where =, is defined as in (4). The matrices in W, correspond to the asymptotic dynamics obtained
in Lemma 5 for the admissible choices of values for vy and v; (see Lemma 6). Notice that Lie(W,,) =
Lie(M,,) and, by the Lie-Galerkin Control Condition, Lie(W,,) D su(n).
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Consider the auxiliary control system
T=M(t)x, M(t) € W, (16)

where M plays the role of control.
Proposition 7 below, based on Lemma 5, states that any propagator of (16) can be approximated
by a propagator of system (2).

Proposition 7. Let n,k € N, a,b € R with 0 < a < b, and My,..., My € W,,. For every e > 0 and
Tly...,Tk € [a,b] there exist u € U, T, > 0, and v > 0 such that

1T, — Ao Mi ... o enM HL(Hn(H),H) <e

where every €™Mt s identified with an operator on H. Moreover, v can be taken independent of
Ty, Tk € [a,b].

More precisely, for ¢ =1,....k and 1y,...,7 € |a,b] there exist T; > 0 and wy : [0,Ty] — RP, such
that for K large enough u can be taken as the concatenation

o ! T1W1 T2w2 T2W2 TeWk TkWk
u_0|[07><1]*7*"'*7 *0|0x2]>‘< K T K *.“*0|[07Xk]* K Kok K
K—times K—times K—times
with x¢ > 0 continuously depending on 1y, where Og ] denotes the function [0, x,] >t (0,...,0) €
RP.
Proof. We construct u as the concatenation u! * - - - % u* of k controls u’ : [0, 9] % RP, £ =1,...,k,

namely, u(t) = u’(t — (91 +---+9¢_1)) for t € [914---+p_1,01+ - -- +0¢), with u* = 0\ 0,xc] T‘v’]‘g‘f *
--*LI?[ and vy = x¢ + KTj.

If U is the set of piecewise constant functions with values in U then this concatenation clearly
results in an admissible control. If i/ is the set of C*° functions with values in U then, in order to
guarantee that u is admissible, every control u’ is contructed as a smooth function which is zero with
all derivatives at 0 and 9.

Let us construct recursively uf and 9 for £ € {1,...,k}.

e For / =1 we have two cases.

— If My = A™ then consider T} = 0 and X1 = T1-

— If M is of the form I/Ogo(B](-n)) + 11&, ( B )) for some o > 0 and j € {1,...,p} then we
apply Lemma 5. Therefore there exist N > n, a control w" and K such that

K
T xr K KTA e™ M| 0.0 < /K

for every 71 € [a,b], where T = 27w /0. Then, Ty =T, x1 =0, w1 = wN|[O7T].

e Let £ > 2 and assume that, for every m,...,7_1 € [a,b], the control u is constructed on
[0,91 + -+ ¥). Then there exists v > 0 such that

{—1

1M1 o .. o eI M1 < 17
o---0e | L, (), 20) < € o (17)

—~A
AT g,

for every 11,...,7—1 € [a,b]. Again we distinguish two cases.
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— If My, = A™ then set Ty = 0 and Yy = 7.

— Consider now the case in which M is of the form Vogo(BJ(-n)) + 1/150(3](.")) for some o > 0
and j € {1,...,p}.
Take a time 7/ > 0 such that 7/ 4+ v is an integer multiple of T' = 27/o, for instance
v = [#]T — v, and let x; = 4. Apply now Lemma 5. Then there exist N > n a control
w" and K such that

TZWN/K o eKTAeTgMg ||L(

1T er I, (1), H) < /K,

for every 1 € [a, b].
Since 4/ + 7 is an integer multiple of T = 27 /¢, we have that [M,e~("t7)4] = 0, which
implies that [e™M¢, e=(1+7)4] = 0. Hence

|’e—('y+'y’+KT)AT T[Mg o---

u 7'1M1
Brtttp — € o ™ L, 0.3
*('Y+'YI+KT)AT7I—?,’IJ1N/K6’Y,AT T[Mg o ...

= |l o e™ M| L, 3010

U
D140, €

< IR K = KT AT

+ He—(’y-*-’v')AeTeMe'rg

In(H),H)

M, M
(e, — €00 €|, 30) )
el

19
<7 E,

—yA 1My
< AT g, — e 00 €™ M|, g ) <
which concludes the induction with Ty = 7' and wy = w? |[o,r] and with the role of v in (17)

now played by v+~ + KT.

This concludes the construction of w with T,, = V1 + - - - + V4.

Finally, notice that, in the case in which i/ is the set of C*° functions with values in U, thanks to
Lemma 6 at each step we can assume that the control wy is zero with all derivatives at 0 and 7' (and
so the control u is admissible). Indeed, if vy # 0 then Lemma 6 applies directly, while if vy = 0 then
wy can be defined as the linear combination of two nonnegative controls associated with two distinct
values of 7 in Lemma 6. O

Remark 5. Lemma 6 and Proposition 7 are the only steps in the proof of Theorems 3 and 2 where
the nature of the class U is used. Actually, the proofs of both results are still valid under the fol-
lowing assumptions on the class U: there exists a subclass V of U which is convex and closed under
concatenation, which contains the null function, and such that Lemma 6 holds with Upr<o%r = V.

4.2 Phase tuning

The controllability of (16), ensured by the Lie—Galerkin Control Condition, together with Proposition 7
implies approximate controllability up to phases of system (2). In this section we show how to correct
the dephasing term e appearing in Proposition 7 by letting the system evolve freely for a suitable
amount 7 of time, as proved below (see Figure 1).

Lemma 8. Let ) € H, p > 0, N € N, and N be a neighborhood of Tl (e*44) in span{¢y, ..., dn}.
Then there exists T > 0 such that €N is a neighborhood of TIxv in span{¢1,...,oN}.

12



AN

Figure 1: Graphic representation of the statement of Lemma 8. The main idea underlying phase
tuning is that the dephasing between solutions of (2) and (5) is along A.

Proof. Without loss of generality we can assume that A is an open ball Bo. (IIy(e#44)) of radius 2
centered at II N(e“Aw), for some £ > 0.
Now, consider the sequence (Bi)ren of sets

Br = B:(Iln(e"4y)).

All the elements of the sequence (f)ren are of constant positive volume and are contained in the
common subset Bjjir )|+ (0) of span{é1, ..., ¢n}. Since the latter has finite volume, there exist two
integers £,m > 1 such that 8¢ N Brpm # 0. Since e~%4 is an isomorphism of span{¢,...,¢n} we
deduce that

B:(Iy (1)) N Be (T (e™*44h)) # 0.

Therefore
Iy (%) € Boc(Iy(e™4e))) = e VAR (T (et4ep)) = el™ DHAN,

which proves the lemma with 7 = (m — 1) u. O

4.3 Final step
Proof of Theorem 2. Let ¥y and 171 be in the unit sphere of H. For € > 0 let ng € N be such that

’ Hno 1/}0 ’ € Hno wl

13
- <& and le_H<.
HHnowOH 3 3

vo Mot
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The Lie-Galerkin condition ensures the existence of n > ng such that system (16) is controllable. By
Proposition 7 there exist u € U, T,, > 0, and v > 0 such that

()l
KL ool Lot

By triangular inequality
IT%, (o) — € 44h1| < e.

Applying Lemma 8 there exists a time 7 > 0 such that eTAT“ . (tho) is e-close to 91. The concatenation
of u and the zero function for a time 7 then steers g into a e- neighborhood of 1. Notice that such
a concatenation is admissible since, in the case in which U/ is the set of C'*° functions with values in
U, the control u, given by Proposition 7, is zero with all derivatives at Ty,. O

5 Proof of Theorem 3

5.1 Exact controllability in projections implies approximate controllability

Theorem 3 states that under the Lie-Galerkin Control Condition it is possible to control approximately
system (2) and, at the same, to control it exactly in projection on a prescribed number of components.
The first step in the proof consists in showing that the approximate controllability part is a consequence
of the exact controllability in projections.

Lemma 9. Assume that for every ng € N, o1 € H with ||[¢1] = 1, and Yo € H such that ||1)2| =1
and ||, (¥2)]| < 1, there exist u € U and T > 0 such that

L, (T (1)) = I (462). (18)

Then for every n € N, vy € H with ||| = 1, and ¢ € H such that ||| = 1 and ||[Ia ()] < 1,
and for every € > 0, there exist u € U and T > 0 such that

Wa(Yp(Yin) = Ma(er)  and (| T7 (i) — ¢l <e.

Proof. Let n, e, ¥y, and ¢ as above. If ¥y € H has an infinite number of non-zero components then
it is sufficient to take ng > n such that ||II,,,1¢ —¥¢|| < €/2 and apply (18) with ¢ = i, and 19 = .

If, instead, there exists ng € N such that (¢n,, ) # 0 and (¢k, ¢) = 0 for every k > ng then note
that ng > n and consider 9 defined component-wise as

(Pk, ¥r) ifk=1,...,no—1,
(Pr,1ba) = V1 =02 {(ppg, ) if k= no,
9 77<¢n07wf> ifk = no + 1’
" if k> mno +1,
for n < /2. Then apply (18) with 11 = viy,. i
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5.2 A useful topological tool
The following topological result is standard in degree theory. We provide its proof for completeness.

Lemma 10. Let X C R™ be open and bounded and let F € C(X,R™) be a homeomorphism between
X and F(X). Assume that yo is in F(X) and consider 0 < ¢ < dist(yo, F(0X)). If G € C(X,R")
satisfies

max |F(z) — G(z)| <e

then yp € int(G(X)).

Proof. Consider the homotopy h € C([0,1] x X,R") defined by h(t,z) = tF(z) + (1 — t)G(z). By
definition of € we have that h(t,z) # yo for every ¢t € [0,1] and z € 90X. In particular the topological
degree d(h(t,-), X, yo) is well defined for every ¢ € [0, 1]. Since F'|x is a homeomorphism and yp € F(X)
then

A(F, X, y0) 0

and by homotopy invariance
d(G, X, y0) #0

which implies that yo € int(G(X)). O

5.3 Normal controllability

In this section we prove that, neglecting the phase, system (5) is normally controllable in projections
in the sense of [27].

In this section we consider ¥ and 15 unit vectors in H and ng € N such that ||II,,,(¢2)| < 1. Let
n > ng be such that the Lie-Galerkin Control Condition holds. Let now 12 € 521 be such that
I, (¢2) = I,y (tb2). By classical results of normal controllability (see [18] and [27, Theorem 4.3])
there exist My,..., M, € W,, and t1,...,t; > 0 such that the map

E:(s1,...,8;) — eSkMe oL 0681M1(¢1)

has rank 2n — 1 at (¢1,...,t;) and )
E(tl,...,tk) :w2.

Since n > ng and ||T,, (¢2)|| < 1, there exist ji,...,jon, € {1,...,k} such that the map
F(Sjl, e 7Sj2n0) — Hno (E(tl, e 7tj1—17 Sj17tj1+17 v ’tj?no_l’ Sj?”o’tj%o""l’ ce ,tk))

has rank 2ng at (t;, ... 7tj2n0) and

by, stiang) = g (¥2) (= Iy (92))

Now let p > 0 be such that
X = Bp(tjlv s ’thnO) - (07 +OO)2n0

and F is a diffeomorphism between X and F(X). Let

n=_ dnf  lF(s1,..., 5200) = Tng (¥2)l], (19)

(81,...782»,10)6

and note that n > 0.
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Lemma 11. There exist v > 0 and a map associating with every (s1,...,Sa,) € X a control v¥ € U
and Ts > 0 such that the image of the mapping

G: X —  span{¢1,...,Pny }
(81,...,82n0) —> Hno (TUTZ(wl))

contains I, (e744)o) in its interior.
Proof. Let n be as in (19). By Theorem 2 there exists w € U steering 11, n/2-close to ¢;.
Applying Proposition 7 with
(7—17 cee ?Tk) = (tla cee 7tj1—17 Sjlatjﬁ-la cee 7tj2n0—1a Sjang tj2n0+17 s 7tk’)7

we deduce the existence of a family of controls u®, depending continuously on s € X such that

max [|F(s) — e 1, (T4, ¢1) || < n/2.

seX
Define v*® as the concatenation of w and u®. The continuity of G with respect to s is ensured by
Assumption (A5). The conclusion then follows from Lemma 10. t

5.4 Final step

We are now ready to prove Theorem 3.

Proof of Theorem 3. By Lemma 9 it enough to prove that for every ng € N, ¢y € H with [[¢1]] = 1,
and 1y € H such that [[1p2]] =1 and ||IL,,(¢02)|| < 1, there exist u € Y and T" > 0 such that

g (T (¢1)) = Tng ()2)-

Lemma 11 guarantees the existence of a neighborhood N C G(X) of II,,(e?442). By Lemma 8
with p = ~, there exists 7 > 0 and ¢ € N such that e"¢ = II,,(¢)2). Let s € X be such that
11, (T”TZ (1!)1)) = (. The concatenation of v® and the zero function for a time 7 then steers 1; to
some 13 such that Il 93 = IL,,,192. Notice that such a concatenation is admissible since, in the case
in which U is the set of C* functions with values in U, the control v*, given by Lemma 11 (see also
Proposition 7), is zero with all derivatives at T. ]
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