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Abstract. A major challenge in our networked world is the increasing amount 
of data, which require efficient and user-friendly solutions. A timely example is 
the biomedical domain: the trend towards personalized medicine has resulted in 
a sheer mass of the generated (-omics) data. In the life sciences domain, most 
data models are characterized by complexity, which makes manual analysis 
very time-consuming and frequently practically impossible. Computational 
methods may help; however, we must acknowledge that the problem-solving 
knowledge is located in the human mind and – not in machines. A strategic aim 
to find solutions for data intensive problems could lay in the combination of 
two areas, which bring ideal pre-conditions: Human–Computer Interaction 
(HCI) and Knowledge Discovery (KDD). HCI deals with questions of human 
perception, cognition, intelligence, decision-making and interactive techniques 
of visualization, so it centers mainly on supervised methods. KDD deals mainly 
with questions of machine intelligence and data mining, in particular with the 
development of scalable algorithms for finding previously unknown 
relationships in data, thus centers on automatic computational methods. A 
proverb attributed perhaps incorrectly to Albert Einstein illustrates this 
perfectly: “Computers are incredibly fast, accurate, but stupid. Humans are 
incredibly slow, inaccurate, but brilliant. Together they may be powerful 
beyond imagination”. Consequently, a novel approach is to combine HCI & 
KDD in order to enhance human intelligence by computational intelligence. 
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1 Challenges in the Data Intensive Sciences 

Through the continuing exponential growth of data size and complexity, along with 
increasing computational power and available computing technologies, the data 
intensive sciences gain increasing importance [1]. E-Science is being advanced as a 
new science alongside theoretical science, experimental science, and computational 
science, as a fundamental research paradigm [2]. Meanwhile, it is established as the 
fourth paradigm in the investigation of nature, after theory, empiricism, and 
computation [3], [4].  

One of the grand challenges in our networked 21st century is the large, complex, 
and often weakly structured [5], [6], or even unstructured data [7]. This increasingly 
large amount of data requires new, efficient and user-friendly solutions for handling 
the data. With the growing expectations of end-users, traditional approaches for data 
interpretation often cannot keep pace with demand, so there is the risk of delivering 
unsatisfactory results. Consequently, to cope with this rising flood of data, new 
computational and user-centered approaches are vital.  

Let us look, for example, at the life sciences: biomedical data models are 
characterized by significant complexity [8], [9], making manual analysis by the end 
users often impossible [10]. At the same time, experts are able to solve complicated 
problems almost intuitively [11], often enabling  medical doctors to make diagnoses 
with high precision, without being able to describe the exact rules or processes used 
during their diagnosis, analysis and problem solving [12]. Human thinking is basically 
a matter of the “plasticity” of the elements of the nervous system, whilst our digital 
computers (Von-Neuman machines) do not have such “plastic” elements [13] and 
according to Peter Naur for understanding human thinking we need a different, non-
digital approach, one example given by his Synapse-State theory [14] . 

Interestingly, many powerful computational tools advancing in recent years have 
been developed by separate communities with different philosophies: Data mining 
and machine learning researchers tend to believe in the power of their statistical 
methods to identify relevant patterns – mostly automatic, without human intervention, 
however, the dangers of modeling artifacts grow when end user comprehension and 
control are diminished [15], [16], [17], [18]. Additionally, mobile, ubiquitous 
computing and sensors everywhere, together with low cost storage, will accelerate 
this avalanche of data [19], and there will be a danger of drowning in data but starving 
for knowledge, as Herbert Simon pointed it out 40 years ago: “A wealth of 
information creates a poverty of attention and a need to allocate that attention 
efficiently among the overabundance of information sources that might consume it” 
[20]. 

Consequently, it is a grand challenge to work towards enabling effective human 
control over powerful machine intelligence by the integration of machine learning 
methods and visual analytics to support human insight and decision support [21], the 
latter is still the core discipline in biomedical informatics [8]. 

A synergistic combination of methodologies, methods and approaches of two areas 
offer ideal conditions for addressing these challenges: HCI, with its emphasis on 
human intelligence, and KDD, dealing with computational intelligence – with the goal 
of supporting human intelligence with machine intelligence – to discover new, 
previously unknown insights within the flood of data.  



The main contribution of HCI-KDD is, following the notion: “science is to test 
ideas, engineering is to put these ideas into business” [22], to enable end users to find 
and recognize previously unknown and potentially useful and usable information. It 
may be defined as the process of identifying novel, valid and potentially useful data 
patterns, with the goal of understanding these data patterns for decision support. 

2   Human–Computer Interaction in a Nutshell 

HCI evolved from computer science interest in input-output technologies [23]; 
hence it is a relatively young discipline, with its beginnings in the period when 
computers just began to have input-output devices on perception and cognition in 
interacting with machines [24]. Because of multimedia applications, the importance 
of HCI continues to increase [25], [26], [27]. Today, the main focus of HCI research 
is on human issues, including perception, cognition, human intelligence and 
interaction with any kind of information at any type of device [28].  

A recent and perfect example of HCI research is the area of visual analytics, which 
has established its own scientific community [29] and maybe had it origins in 
Shneiderman’s visual analytics mantra (“overview first, zoom/ filter, details on 
demand” [30]) and Keim’s extended mantra (“Analyse First – Show the Important – 
Zoom, Filter and Analyse Further – Details on Demand” [29], [31]).  

Keim et al. [29] provided a formal description of the visual analytics process, 
following some notions of Van Wijk [32], which demonstrates a core research of HCI 
relevant to solve problems involved with complex data: 

Let the input data sets be ܵ	 ൌ 	 ଵܵ, … , ܵ௠ whereas each set 	 ௜ܵ , ݅	 ∈ ሺ1, … , ݊ሻ, 
consists of attributes 	ܣ௜ଵ, … ,  .௜௞ܣ

The output of this process will be called Insight ࡵ. This ܫ is either obtained directly 
from a set of created Visualizations ࢂ, or through confirmation of stated Hypotheses 
  .as the results of the automatic analysis methods ࡴ

Formally this process can be described as a transformation ܨ: ܵ →  is a ܨ whereas ,ܫ
concatenation of functions ݂	 ∈ 	 ሼܦௐ, ௑ܸ, ,௒ܪ ܷ௓, ሽ defined as follows: 
:ௐܦ ௐ describes the basic pre-processing functionality withܦ ܵ	 → ܵ	and ܹ	 ∈

	ሼܶ, ,ܥ ,ܮܵ  data cleaning functions ,்ܦ ሽ, including the data transformation functionsܫ
 ூ, which are requiredܦ ௌ௅, and data integration functionsܦ ஼, data selection functionsܦ
to make the analysis functions applicable to the data set.  

ௐܸ, ܹ ∈ ሼܵ,ܪሽ symbolizes the visualization functions, which are either functions 
visualizing the data ௌܸ: ܵ	 → ܸ or functions visualizing hypotheses		 ுܸ: 	ܪ → ܸ. 
,௒ܪ ܻ ∈ ሼܵ, ܸሽ  represents the hypothesis generating process.  
Important in this view is that Keim et al. distinguished between functions that 

generate hypotheses from data ܪௌ	:	ܵ	 →  and functions that generate hypotheses ܪ
from visualizations ܪ௏ ∶ 	ܸ	 →  .ܪ

Human–Computer Interactions ܷ௓, ܼ	 ∈ 	 ሼܸ, ,ܪ ,ܸܥ  ሽ are thus an integral part inܪܥ
this formal model. Such interactions may either affect visualizations only (i.e. 
selecting, zooming, …) ܷ௏ ∶ ܸ	 → ܸ, or the user interactions can affect hypotheses 
only by generating new hypotheses on the basis of the given ones ܷு ∶ 	ܪ	 →   .ܪ



   

Insight can be gained from visualizations ܷ஼௏ ∶ ܸ	 →  or from the hypothesis itself ܫ
ܷ஼ு ∶ 	ܪ →  .ܫ

This leads to a main research question in HCI: “What is interesting?” [33]. Beale 
(2007) [34] brings it to point: Interest is an essentially human construct, a perspective 
on relationships between data influenced by tasks, personal preferences and 
experience. Interest, like beauty, is in the eye of the beholder and is strongly 
dependent on previous knowledge and past experience [35]. For a correct semantic 
interpretation a computer would need to understand the context in which a term is 
presented; however, a comprehension of complex context is beyond computation. For 
this and many other reasons we cannot leave the search for knowledge to computers 
alone. We must be able to guide them as to what it is we are looking for and on which 
areas to focus their phenomenal computing power. Hence, in order for a data mining 
system to be generically useful to us, it must have some way in which we can indicate 
what is interesting, and for that to be dynamic and changeable [36].  

Another recent and relevant research route in HCI is Attention Routing, which is a 
new idea introduced by Chau et al. [37] to overcome one critical problem in visual 
analytics: to help end users locate good starting points for analysis. Attention is of 
enormous importance for human information processing and through the process of 
selective attention, only selected subsets of the vast collection of incoming 
information becomes designated for further processing [38], [39], [40]. 

Based on anomaly detection [41], attention routing methods quasi-channel the end-
user’s attention through massive data structures, e.g. network structures, towards 
interesting nodes or sub-graphs that do not conform to “normal” behaviour. Such 
abnormalities often represent new knowledge that directly leads to novel insights. 

From the early beginning, HCI research was focused on the measurement of 
human performance, heavily borrowing from the cognitive sciences [42],[35]; today 
HCI-research includes a large collection of various methods [43], [44], [45]. 

3   Knowledge Discovery in a Nutshell 

Maimon & Rokach (2010) [46] define Knowledge Discovery in Databases (KDD) 
as an automatic, exploratory analysis and modeling of large data repositories and the 
organized process of identifying valid, novel, useful and understandable patterns from 
large and complex data sets. Data Mining (DM) is the core of the KDD process [47].  

The term KDD actually goes back to the machine learning and Artificial 
Intelligence (AI) community [48]. Interestingly, the first application in this area was 
again in medical informatics: The program Rx was the first that analyzed data from 
about 50,000 Stanford patients and looked for unexpected side-effects of drugs [49]. 
The term really became popular with the paper by Fayyad et al. (1996) [50], who 
described the KDD process consisting of 9 subsequent steps: 

1. Learning from the application domain: includes understanding relevant 
previous knowledge, the goals of the application and a certain amount of domain 
expertise; 

2. Creating a target dataset: includes selecting a dataset or focusing on a subset 
of variables or data samples on which discovery shall be performed; 



3. Data cleansing (and preprocessing): includes removing noise or outliers, 
strategies for handling missing data, etc.); 

4. Data reduction and projection: includes finding useful features to represent 
the data, dimensionality reduction, etc.;  

5. Choosing the function of data mining: includes deciding the purpose and 
principle of the model for mining algorithms (e.g., summarization, classification, 
regression and clustering);  

6. Choosing the data mining algorithm: includes selecting method(s) to be used 
for searching for patterns in the data, such as deciding which models and parameters 
may be appropriate (e.g., models for categorical data are different from models on 
vectors over reals) and matching a particular data mining method with the criteria of 
the KDD process;  

7. Data mining: searching for patterns of interest in a representational form or a 
set of such representations, including classification rules or trees, regression, 
clustering, sequence modeling, dependency and line analysis; 

8. Interpretation: includes interpreting the discovered patterns and possibly 
returning to any of the previous steps, as well as possible visualization of the 
extracted patterns, removing redundant or irrelevant patterns and translating the useful 
ones into terms understandable by users; 

9. Using discovered knowledge: includes incorporating this knowledge into the 
performance of the system, taking actions based on the knowledge or documenting it 
and reporting it to interested parties, as well as checking for, and resolving, potential 
conflicts with previously believed knowledge. 

 
The repertoire of methods in KDD is enormous, ranging from classical supervised 

methods, for example classification trees, pruning, inducers (ID3, C4.5, CART, 
CHAID, QUEST, and many others), Bayesian networks, regression frameworks 
(Regression Splines, Smoothing Splines, Locally weighted Regression), Support 
Vector Machines (Hyperplane Classifiers, Non-Separable SVM Models, etc.), Rule 
Induction (e.g. LEMI Algorithm), to classical unsupervised methods, including 
Clustering Algorithms, Distance Measures, Similarity Functions, Evaluation Criteria 
Measures, etc., Association Rules, Frequent Set Mining, Constraint-based Data 
Mining (e.g. Apriori, Max-Miner, MultipleJoins, Reorder, Direct, CAP, SPIRIT, etc.), 
Link Analysis (e.g. Social Network Analysis), to advanced Methods including 
Evolutionary Algorithms, Reinforcement Learning Methods, Neural Networks, 
Granular Computing & Rough Sets, Swarm Intelligence, Fuzzy Logic, Graph 
Entropy, topological Methods etc. etc. [46], [51], [52], [53], [54]. There are sheer 
endless possibilities of applications to solve various problems in different areas; here 
only a few recent examples [55], [56], [57], [58], [59], [60]. A tool to test methods, 
aiming at finding the most appropriate solution for a specific problem can be found 
here [61]. 



   

4   The novelty of combining HCI-KDD 

To attack the grand challenges described above, a novel and promising approach is 
to combine the best of two worlds – HCI-KDD with the main goal of supporting 
human intelligence with machine intelligence – to discover new, previously unknown 
insights into data [5].  

One could now argue: Why do we need a combination of two fields, each 
independently large enough? One answer is that the combination enables the 
provision of mutual benefits for both disciplines and allows problems to be tackled 
when they cannot be solved with a single disciplinary view. Likewise, cross-
disciplinary or inter-disciplinary views fall short: whilst cross-disciplinary approaches 
[22] are basically researching outside the scope of their component disciplines, 
without tight cooperation or integration from other relevant disciplines inter-
disciplinary approaches are a “mix of disciplines” [62] this is not a clear sentence. 
Consequently, trans-disciplinary approaches tend towards a beneficial fusion of 
disciplines, including reaching a business impact: team members from various 
disciplines work together on a shared problem by the application of shared conceptual 
frameworks, which draw together concepts, theories and approaches from those 
disciplines [63], [64], [65].  

Such trans-disciplinary research is carried out with the explicit intent to solve 
multidimensional, complex problems, particularly problems (such as those related to 
sustainability) that involve an interface of human and natural systems [64]. 

This brings us back to the proverb [66] mentioned at the end of the abstract: 
 
Computers are incredibly fast, accurate, and stupid.  
Human beings are incredibly slow, inaccurate, and brilliant.  
Together they are powerful beyond imagination. 
 

A strategic, synergistic and consequent combination of aspects from HCI and KDD 
exactly addresses this proverb. 

 
5   Conclusion 
 
 Let us summarize the essence of the two fields:  
 

Human–Computer Interaction (HCI), deals mainly with aspects of human 
perception, cognition, intelligence, sense-making and most of all the interaction 
between human and machine.   
Knowledge Discovery from Data (KDD), deals mainly with aspects of machine 
intelligence, and in particular with the development of algorithms for automatic data 
mining. 
 
Both disciplines have large portions of deep, unexplored and complementary 
subfields. A large challenge, and a possible solution to many current problems in the 
data-intensive sciences, may be found at the intersection of HCI and KDD. 



Consequently, a novel approach is to combine HCI & KDD [5] in order to enhance 
human intelligence by computational intelligence. The main contribution of HCI-
KDD is to enable end users to find and recognize previously unknown and potentially 
useful and usable information. It may be defined as the process of identifying novel, 
valid and potentially useful data patterns, with the goal of understanding these data 
patterns [67].  

To visualize this, let us look at Figure 1: The domain expert possesses explicit 
domain knowledge, and by enabling him to interactively look at data sets he may be 
able to identify, extract and understand useful information in order to gain new, 
previously unknown knowledge and insight into his data sets [56].  

 

 

Figure 1. We assume that “thinking” and the formation of hypotheses takes place within the 
human brain, enabling the interactive analysis of information properties through a synergetic 
combination of research on human intelligence and computational intelligence [5]. 
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