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Abstract. Scalar multiplication is the most expensive arithmetical op-
eration on elliptic curves. There are various methods available, which
are optimized for different settings, such as high speed, side-channel re-
sistance and small memory footprint. One of the fastest methods for
fixed-base scalar multiplications is the so-called fixed-base comb scalar
multiplication method, which is due to Lim and Lee. In this paper, we
present a modification to this method, which exploits the possibility of
exchanging doublings for much cheaper applications of the Frobenius en-
domorphism on binary Koblitz curves. We have implemented the findings
in software and compare the performance of the implementation to the
performance of the reference WTNAF implementation and the perfor-
mance of the conventional comb multiplication methods. For single scalar
multiplications, we are able to achieve performance improvements over
the WTNAF method of up to 25% and of up to 42% over the conven-
tional comb methods. Finally, we emphasize that the implementation of
the τ -comb method is straight-forward and requires only little effort. All
in all, this makes it a good alternative to other fixed-base multiplication
methods.

Keywords: ECC, scalar multiplication, Lim-Lee method, comb method,
Koblitz curves, Frobenius endomorphism, τ -adic representation

1 Introduction

In 1985, Neal Koblitz [8] and Victor S. Miller [14] both discovered independently
that elliptic curves over finite fields can be used for public key cryptography.
By now, elliptic curves have become an important concept within public key
cryptography. This is mainly due to small key sizes compared to other public
key cryptosystems, such as RSA, which lower the requirements for CPUs as
well as the memory footprint. Elliptic curves have a group structure and their
cryptographic security relies on the difficulty of solving the elliptic curve discrete
logarithm problem (ECDLP).

The most expensive, yet, at the same time most important operation, on el-
liptic curves is the scalar multiplication. There are plenty of different techniques
achieving optimizations for different settings, such as high speed through the



reduction of group operations, side-channel resistance and small memory foot-
print. In this paper we are focusing solely on the performance aspects of scalar
multiplication. Koblitz curves allow trading the doubling operation for another
operation, that is, the application of the so-called Frobenius endomorphism,
which is inexpensive compared to point doubling. In the context of Koblitz
curves, many multiplication methods relying on a non-adjacent form (NAF),
such as windowed non-adjacent form (WNAF), interleaved simultaneous point
multiplication, etc., have been adapted, so that doublings can be replaced by
far more efficient applications of the Frobenius endomorphism. Yet, to the best
of our knowledge, no such modification to the fixed-base comb method, which
is also referred to as Lim-Lee method [10], has been proposed until now. This
algorithm achieves very high speed at the cost of precomputations and increased
memory usage due to lookup tables.

1.1 Contribution

In this paper, we are going to introduce an improvement of the fixed-base comb
method on Koblitz curves. In this context, we show how point doublings can be
traded for applications of the Frobenius endomorphism. To do so, we use scalar
recoding to obtain an unsigned τ -adic representation of scalars, which allows us
to exchange the doubling steps within the comb methods for the application of
the Frobenius endomorphism. We detail the scalar recoding algorithm and de-
scribe the modified fixed-base comb method. Furthermore, we have implemented
this method as well as the WTNAF method in software. We give a detailed per-
formance comparison and illustrate the performance gains we have achieved with
respect to the WTNAF and the conventional fixed-base comb methods. In the
former case, we achieve performance improvements of up to 25% and in the
latter case improvements of up to 42%.

1.2 Outline

In Section 2, we are going to talk about elliptic curves in general, binary Koblitz
curves and the fixed-base comb multiplication methods. Section 3 discusses
the improvements we have achieved and Section 4 details the implementation,
presents the benchmark results and compares the findings to the conventional
comb multiplier variants. At last, Section 5 concludes the paper.

2 Preliminaries

An elliptic curve over a field K is a plane, smooth curve described by the Weier-
strass equation:

E : Y 2 + a′1XY + a′3Y = X3 + a′2X
2 + a′4X + a′6, (1)

where a′1, a
′
2, a
′
3, a
′
4, a
′
6 ∈ K. The set E(K) of points (x, y) ∈ K2 satisfying Equa-

tion (1) plus the point at infinity O = (0 : 1 : 0), which is the neutral element,



forms an additive Abelian group. The addition of points on an elliptic curve is
achieved using the chord-and-tangent method [17].

For cryptographic purposes, one is interested in elliptic curves over finite
fields Fq, especially in curves over fields F2m with m being prime and Fp with p
being a large prime number. The security of elliptic curve cryptography is based
on the assumption that in general there is no subexponential-time algorithm to
solve the discrete logarithm problem in elliptic curve groups (ECDLP). Given
P,Q ∈ E(Fq) with P being a generator of a subgroup of E(Fq) of large prime
order n, the ECDLP constitutes the problem of finding a scalar k ∈ Zn such that
Q = k · P . In the following, we use E(Fq)[n] to denote this n-order subgroup of
E(Fq).

In cryptography, we usually use non-supersingular curves, as supersingular
curves turned out to be susceptible to the MOV attack [13], which reduces the
ECDLP to the DLP on finite fields for which an efficient subexponential-time
algorithm is known. Non-supersingular curves defined over F2m , are described
using the following short form of Equation (1):

Y 2 +XY = X3 + a2X
2 + a6, (2)

where a2, a6 ∈ F2m and a6 6= 0.
The most important and at the same time most expensive operation on

elliptic curves is the scalar multiplication, that is, computing k · P from some
point P ∈ E(Fq) and some scalar k ∈ Zn. For this purpose, many different
algorithms for different goals, such as small or even constant memory footprint,
high speed or side-channel resistance, have been invented.

Basic algorithms for scalar multiplication are the double-and-add and the
NAF method. In the former case, one is given an unsigned binary representation
of the scalar and per bit of the scalar a doubling is performed, where for bits
set to 1 an additional point addition is carried out. In the latter, the unsigned
scalar representation is replaced by a signed representation, i.e., bits can now
take values in {0,±1}, where for negative bit values point subtractions instead
of additions have to be performed. This way, the Hamming weight of the scalar
can be reduced to 1/3, which gives a major speedup by reducing the number of
additions. Further speed-ups can be achieved by reducing the number of addi-
tions, which is done by the windowed-NAF (WNAF) method at the expense of
some precomputations (cf. [6, 4]).

Subsequently, we are dealing with so-called fixed-base comb multipliers, which
are very fast methods for multiplications with some fixed-point P (mostly a fixed
generator of E(Fq)[n]), and with scalar multiplications on Koblitz curves, for
which enormous speed improvements exist already.

2.1 Fixed-Base Comb Multiplication

The fixed-base comb multiplier is due to Lim and Lee [10] and is one of the fastest
scalar multiplication methods available. As it requires intense precomputations,
it is only used for multiplications with a fixed point, which is in most cases a
generator of an elliptic curve (sub-)group.



In the fixed-base comb method, the bit representation of a scalar k of maxi-
mum bitsize t (where t is the curve’s group order in bits) is prepended with 0s,
such that the length of k is a multiple of the window size w and then split into
w blocks Ki with 0 ≤ i < w of size d = dt/we, so that

k = Kw−1‖ · · · ‖K1‖K0.

Each bitstring Ki represents one row of a binary matrix with w rows and d
columns:

K0

...
Ki

...
Kw−1

 =



K0,d−1 · · · K0,0

...
...

Ki,d−1 · · · Ki,0

...
...

Kw−1,d−1 · · · Kw−1,0

 =



kd−1 · · · k0
...

...
k(i+1)d−1 · · · kid

...
...

kwd−1 · · · k(w−1)d

 (3)

Here, Kj,i denotes the i-th bit of the bitstring Kj and ki denotes the i-th bit of
the unsigned binary representation of the scalar k. The columns of this matrix
are then processed one at a time. By precomputing the points

[aw−1, . . . , a2, a1, a0]2P = aw−12(w−1)dP + · · ·+ a222dP + a12dP + a0P,

for all possible bitstrings (aw−1, . . . , a1, a0) the actual computation can be ac-
celerated. This method is summarized in Algorithm 1. The Multiply step of

Algorithm 1 Fixed-base comb method ([10, 6])

Precompute:

Input: Window width w, d = dt/we, P ∈ E(Fq).
Output: Table T holding [aw−1, . . . , a0]2P for all length w bitstrings (aw−1, . . . , a0).

Multiply:

Input: Window width w, d = dt/we, k = (kt−1, . . . , k1, k0)2, lookup table T generated
via Precompute with respect to P ∈ E(Fq).

Output: kP .
1: If necessary, pad k on the left with 0s, interpret k as Kw−1‖ · · · ‖K1‖K0, where

each Kj is a length d bitstring, where Kj,i denotes the i-th bit of Kj .
2: Q = O.
3: for i = d− 1 downto 0 do
4: Q = 2Q
5: Q = Q+ [Kw−1,i, . . . ,K1,i,K0,i]2P = Q+ T∑w−1

j=0 Kj,i2j

6: end for
7: return Q



Algorithm 1 has an expected running time of(
2w − 1

2w
d− 1

)
A + (d− 1)D, (4)

where A and D stand for the costs of a (mixed) point addition and a point
doubling, respectively. Inside the main loop, the fixed-base comb method has
the same number of point additions and point doublings. To reduce the number
of point doublings by half, the so-called fixed-base comb method with two tables
has been introduced, which makes use of an additional table of the same size as
the first table. This method gives a benefit over the conventional comb method
whenever w is chosen such that

2w−1(w − 2)

2w − w − 1
≥ A

D
, (5)

For instance, in case of López-Dahab coordinates, w ≥ 6 must hold for the
two-table comb method to be faster than the comb method, since A/D ≈ 2 [6].

2.2 Koblitz Curves

Binary Koblitz curves are defined by Equation (2), where the curve equation is
defined over F2, that is a2 ∈ {0, 1} and a6 = 1. The group of these curves is
defined over F2m with m prime. For cryptographic purposes, E(F2m) is required
to have almost prime group order, meaning that E(F2m) = hn, where n is a
large prime and the cofactor h ≤ 4.

On Koblitz curves, the map τ : E(F2m)→ E(F2m) with:

P 7→

{
(x2, y2) if P = (x, y), and

O if P = O,

is an endomorphism, which is called Frobenius endomorphism. It can be used to
achieve tremendous speedups for scalar multiplications on this curve type. Note
that all of the remaining techniques in this section are being discussed in detail
by Solinas [18].

The characteristic polynomial of τ is τ2 − µτ + 2 with µ = (−1)1−a2 . Thus,
the relation 2P = µτ(P ) − τ2(P ) holds for all P ∈ E(F2m). Since squaring is
inexpensive in binary fields, the costs of applying τ are insignificant compared to
other operations, such as point doubling, which suggests trading point doublings
for applications of τ within multiplications by some scalar k. This way, one
can trade 3M + 5S required for a doubling on Koblitz curves in López-Dahab
coordinates ([9, 4, 7]) for 3S required for one evaluation of τ , where M stands for
the costs of one multiplication and S for the costs of one squaring. However, to
be able to do so, k needs to be converted to a value k′ =

∑l−1
i=0 uiτ

i ∈ Z[τ ], which
is said to be in τ -adic representation.



The τ -adic Representation: Now, in order to convert scalars from base 2 to
base τ , we need to introduce the norm function on Z[τ ]. The norm of an element
α = a0 + a1τ ∈ Z[τ ] (note that every element of Z[τ ] can be written this way)
is the integer product of α and its complex conjugate ᾱ = a0 + a1τ̄ ∈ Z[τ ], i.e.,
N : Z[τ ]→ Z with N(a0 + a1τ) = a20 + µa0a1 + 2a21. The ring Z[τ ] is Euclidean
with respect to N(·), i.e., it is possible to perform division with remainder in
Z[τ ] so that the norm of the remainder is smaller than the norm of the divisor.
In particular, an element α = a0 + a1τ ∈ Z[τ ] is divisible by τ if and only if a0
is even. If so, then α/τ = (a1 + µa0/2) − (a0/2)τ . Note that this also enables
us to repeatedly divide k ∈ Z by τ , which is necessary to derive the τ -adic
representation k′ =

∑l−1
i=0 uiτ

i of a scalar k. As N(τ) = 2, the remainder in the
i-th division ui is either an element of {0,±1} in case of signed representations
or an element of {0, 1} in case of unsigned representations.

So far, there is, however, one problem with this representation, namely, the
length of the resulting τ -adic representation is twice the length of the correspond-
ing base 2 representation. In case of the NAF, this means that replacing NAF(k)
by the τ -adic NAF (also known as TNAF) will eliminate one doubling for two
applications of τ , but will double the number of additions in the scalar mul-
tiplication method. To overcome this problem, Solinas introduced the reduced
τ -adic NAF in [18], leading to a τ -adic NAF representation half the length of the
original representation and, therefore, of roughly the size of an ordinary NAF
representation. Here, an element ρ ∈ Z[τ ] of smallest possible norm so that ρ ≡ k
mod δ with δ = τm−1

τ−1 is computed. Then, for all points P ∈ E(F2m)[n] it holds
that kP = ρP . From the resulting value ρ, the TNAF representation TNAF(ρ)
is derived, where the length of TNAF(ρ) is bounded by m+ a2.

In practice, often a partial reduction (cf. [18]) is being performed in order to
avoid multiprecision integer divisions. Here, one computes an element ρ′ ∈ Z[τ ]
that is congruent to k modulo δ, but does not necessarily have the smallest
possible norm. After the partial reduction, the length of TNAF(ρ′) is bounded
by m+ a2 + 3 and is, in general, the same as the length of TNAF(ρ).

The Windowed τ -adic NAF Method: The windowed τ -adic NAF or WT-
NAF method is the τ -adic analogue of the ordinary width-w NAF (WNAF).
The goal of this method, is to replace doublings by evaluations of the map τ and
at the same time to reduce the number of additions through windowing. We do
not discuss this method in detail here, but refer the reader to [6, 18].

As with the WNAF, a representation of the scalar, having at most one
nonzero coefficient among w consecutive coefficients, is derived. Like before, a
scalar k ∈ Z is (partially) reduced modulo δ = τm−1

τ−1 , and thereby an element

ρ ∈ Z[τ ] is obtained. For w > 1, ρ can be expressed in the form ρ =
∑l−1
i=0 uiτ

i

where ul−1 6= 0 and ui ∈ {0} ∪ {±αu : αu ∈ π} with π = {αu ≡ u mod τw :
u = 1, 3, . . . , 2w−1−1}. Thus, the number of additions in the multiplication step
is reduced in favor of the precomputation of the points αuP for αu ∈ π. As in
case of the fixed-base comb methods, these points can be computed beforehand
for points known a priori, such as generators. In this case, the WTNAF method



has the following expected costs:

l

w + 1
A + lT, (6)

where T denotes the cost of one evaluation of τ .

3 Fixed-base Comb Method on Koblitz Curves

We now show how the fixed-base comb multiplier can be modified to take advan-
tage of the Frobenius endomorphism on Koblitz curves, i.e., how in this context
doublings can be traded for evaluations of the map τ . Subsequently, we refer to
this method as fixed-base τ -comb method. Both the precomputation and mul-
tiplication step benefit tremendously from this measure. See Section 4 for more
details on the achieved performance improvements.

In order to combine the advantages of Koblitz curves with the fast fixed-
based comb method, the scalar representation has to be modified. Obviously,
it is necessary to obtain an unsigned τ -adic representation of scalar k, that is
k =

∑l−1
i=0 uiτ

i, with ui ∈ {0, 1}. This representation can be obtained with a
small modification to the TNAF algorithm specified by Solinas in [18], which
is summarized in Algorithm 2, where we only allow ui to be 1 in Step 4. As
with TNAF, the size of this representation is approximately twice the size of the
ordinary binary representation. This is why we need to perform a reduction by
δ = τm−1

τ−1 beforehand, in order to reduce the size of the resulting representation.
As we have obtained an unsigned τ -adic scalar representation, the doublings in

Algorithm 2 Computing the unsigned τ -adic representation

Input: κ = r0 + r1τ ∈ Z[τ ]
Output: κ represented as bitstring u = (ut−1, . . . , u1, u0)τ .
1: i = 0
2: while (r0 6= 0 ∨ r1 6= 0) do
3: if r0 ≡ 1 mod 2 then
4: ui = 1, r0 = r0 − 1
5: else
6: ui = 0
7: end if
8: tmp = r0, r0 = µr0, r0 = r1 + r0/2, r1 = −tmp/2
9: i = i+ 1

10: end while
11: return (ui−1, ui−2, . . . , u1, u0)

the precomputation need to be replaced by evaluations of τ , i.e.,

[aw−1, . . . , a2, a1, a0]τP = aw−1τ
(w−1)d(P ) + · · ·+ a2τ

2d(P ) + a1τ
d(P ) + a0P.



Algorithm 3 shows the fixed-base τ -comb multiplier, where doublings are re-
placed by evaluations of the Frobenius endomorphism τ .

We note that due to the small costs for τ , the right hand-side of Equation (5)
gets large, and, thus, the two-table τ -comb method does not give an advantage
over Algorithm 3 for window sizes used in practice.

Algorithm 3 Fixed-base comb method on Koblitz curves
Precompute:

Input: Window width w, d = dt/we, P ∈ E(Fq).
Output: Table T holding [aw−1, . . . , a0]τP for all length w bitstrings (aw−1, . . . , a0).

Multiply:

Input: Window width w, d = dt/we, k = (kt−1, . . . , k1, k0)τ , lookup table T generated
via Precompute with respect to P ∈ E(Fq).

Output: kP .
1: If necessary, pad k on the left with 0s, interpret k as Kw−1‖ · · · ‖K1‖K0, where

each Kj is a length d bitstring, where Kj,i denotes the i-th bit of Kj .
2: Q = O.
3: for i = d− 1 downto 0 do
4: Q = τQ
5: Q = Q+ [Kw−1,i, . . . ,K1,i,K0,i]τP = Q+ T∑w−1

j=0 Kj,i2j

6: end for
7: return Q

4 Implementation Results

In this section, we are detailing the implementation of the τ -comb multiplication
algorithm and contrast its performance to the reference implementations of the
WTNAF method and the conventional comb method.

4.1 Implementation Details

We have implemented the NIST-recommended elliptic curves K-163, K-233,

K-283, K-409 and K-571 [5] in Java. We are using fast reductions for the un-
derlying binary fields and long-arrays for values thereof, which are in polyno-
mial representation. We perform squarings in linear time complexity using table
lookups [16] and multiplications using the windowed left-to-right comb multi-
plier, which works with precomputed multiplication lookup tables and is also
due to Lim and Lee (cf. [12, 6]). For field multiplications, we use windows of size
w = 4 and cache these lookup tables for recurring intermediate values in the ad-
dition/doubling formulas. Furthermore, we use partial reductions to derive the
unsigned τ -adic representations (see Section 2.2).

We use López-Dahab coordinates [11] with the fast formulas given by Lange
and Doche in [9, 4] as well as Higuchi and Takagi in [7] and perform mixed



additions in all implementations. Using this coordinate type, mixed additions
take 8M+5S, where the multiplication lookup tables for two intermediate values
can be used twice, lowering the costs to 6M+ 2m+ 5S. The evaluation of τ takes
3S and point doublings take 3M + 5S, which are necessary for the conventional
comb methods.

Finally, we emphasize that the implementation of the τ -comb method is
straight-forward and requires only little effort, which makes it a good alternative
to other fixed-base multiplication methods.

4.2 Estimated Costs and Timings

Here, we present rough estimates for the scalar multiplication costs of the dis-
cussed scalar multiplication algorithms and the corresponding timings of our
software implementations. As test platform served an Intel Core i5-2540M run-
ning Ubuntu Linux 12.10/amd64 and OpenJDK 7u15/amd64 in server mode.

Table 1 lists the costs of squarings and multiplications with already pre-
computed lookup tables in relation to the costs of multiplications on the test
platform. Thus, on the test platform, we get at most A = 8.2M, D = 3.5M and
T = 0.3M per mixed addition, per doubling and per evaluation of τ , respectively.

F2163 F2233 F2283 F2409 F2571

1S = 0.094M 0.080M 0.077M 0.061M 0.055M

1m = 0.643M 0.717M 0.761M 0.829M 0.939M

Table 1: Costs of squarings in relation to multiplications, where S denotes the cost
of one squaring, M the cost of a multiplication and m the cost of a multiplication
using cached precomputation tables of window size w = 4.

In the following, we give some rough estimates of point multiplication costs
of the WTNAF and the τ -comb method based on the relative costs given in
Table 1. So, for instance, on curve K-233 with w = 7 the WTNAF method has
expected costs of 284.09M, whereas the τ -comb method has expected costs of
264.36M giving an advantage of 7.46%. For w = 8, the expected runtime of the
WTNAF method on K-283 is 314.00M, whereas the τ -comb method requires only
283.72M resulting in a performance gain of 10.67%. For w = 9 and curve K-233,
we have 238.45M compared to 201.45M resulting in a speed-up of 18.37% and on
curve K-409 with w = 9 we get 400.53M compared to 365.85M giving a speed-up
of 9.48%.

Table 2 compares the timings of one fixed-base scalar multiplication of the
τ -comb method with the WTNAF method and the conventional comb method.
As Table 2 shows, in the former case, we achieve performance improvements of
up to 25% and in the latter case improvements of up to 42%.



Curve Window Comb τ-Comb WTNAF Speedup Speedup
size [µs] [µs] [µs] w.r.t Comb w.r.t WTNAF

K-163
w=6 276.50 209.06 241.77 1.32x 1.16x
w=7 237.03 196.51 208.73 1.21x 1.06x
w=8 211.65 168.13 194.55 1.26x 1.16x
w=9 192.83 152.97 187.38 1.26x 1.22x

K-233
w=6 511.96 398.87 405.49 1.28x 1.02x
w=7 455.76 341.16 386.22 1.34x 1.13x
w=8 383.59 299.29 356.87 1.28x 1.19x
w=9 343.87 266.21 332.61 1.29x 1.25x

K-283
w=6 738.62 544.43 583.54 1.36x 1.07x
w=7 653.78 489.27 527.23 1.34x 1.08x
w=8 582.79 430.37 509.92 1.35x 1.18x
w=9 508.49 393.47 448.91 1.29x 1.14x

K-409
w=6 1581.53 1113.97 1284.27 1.42x 1.15x
w=7 1383.75 1024.39 1110.81 1.35x 1.08x
w=8 1203.60 889.96 1077.14 1.35x 1.21x
w=9 1060.99 807.13 938.07 1.31x 1.16x

K-571
w=6 3026.80 2135.81 2280.14 1.42x 1.07x
w=7 2627.00 1903.24 2061.80 1.38x 1.08x
w=8 2336.93 1675.88 1865.80 1.39x 1.11x
w=9 2048.58 1581.32 1816.99 1.30x 1.15x

Table 2: Comparison of the multiplication timings of the comb, the τ -comb and
the WTNAF methods.

5 Conclusions

In this paper we have presented a modification to the fixed-base comb method,
which allows us to benefit from speedups available on Koblitz curves, i.e., the
possibility of replacing point doublings with applications of the far more efficient
Frobenius endomorphism τ . In order to do so, one has to perform scalar recoding
from base 2 to an unsigned base τ representation, for which we presented the re-
spective algorithm. We have implemented the findings in Java, which allowed us
to draw a detailed performance comparison. The implementation timings showed
a speedup of up to 42% for single scalar multiplications over the conventional
comb method and of up to 25% over the WTNAF method. Finally, we emphasize
that the implementation of the τ -comb method is straight-forward and requires
only little effort. All in all, this makes it a good alternative to other fixed-base
multiplication methods.

5.1 Related and Future Work

The authors of [2] showed how τ -adic representations can be optimized using tele-
scopic sums in combination with a single point halving operation giving a speed-
up of ≈ 12.5% over the conventional TNAF method. Later on, this approach was
refined in [3] resulting in about 25% less group operations. In [1], the authors
study how the Frobenius endomorphism τ can be efficiently combined with the
GLV-method by using powers of τ . This way, they are able to decompose scalars
and apply interleaved point multiplication on the decomposed smaller scalars,
setting new speed records using a low-level implementation. Implementing the



aforementioned approaches and drawing comparisons to the method proposed
in this paper are issues for future work.

The authors of [15] proposed a new, fast fixed-base comb method, which
combines the Lim-Lee and the Tsaur-Chou method [19]. Future work includes
adapting this new fixed-base comb multiplier to work with the Frobenius endo-
morphism.
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