
HAL Id: hal-01503697
https://inria.hal.science/hal-01503697v2

Submitted on 1 Feb 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Lyapunov criteria for uniform convergence of conditional
distributions of absorbed Markov processes

Nicolas Champagnat, Denis Villemonais

To cite this version:
Nicolas Champagnat, Denis Villemonais. Lyapunov criteria for uniform convergence of conditional
distributions of absorbed Markov processes. Stochastic Processes and their Applications, 2021, 135,
pp.51-74. �10.1016/j.spa.2020.12.005�. �hal-01503697v2�

https://inria.hal.science/hal-01503697v2
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Lyapunov criteria for uniform convergence of

conditional distributions of absorbed Markov
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Abstract

We study the uniform convergence to quasi-stationarity of multi-
dimensional processes absorbed when one of the coordinates vanishes.
Our results cover competitive or weakly cooperative Lotka-Volterra
birth and death processes and Feller diffusions with competitive Lotka-
Volterra interaction. To this aim, we develop an original non-linear
Lyapunov criterion involving two functions, which applies to general
Markov processes.
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1 Introduction

We consider a Markov process (Xt, t ≥ 0) evolving in a state space E ∪ ∂,
where ∂ ∩ E = ∅ and ∂ is absorbing. A quasi-stationary distribution for X
is a probability measure νQSD on E such that

PνQSD(Xt ∈ · | t < τ∂) = νQSD, ∀t ≥ 0,
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where τ∂ is the first hitting time of ∂ and, for any probability measure ν on
E, Pν is the law of X with initial distribution ν.

Our goal is to provide a computational method, taking the form of a
nonlinear Lyapunov type condition (sometimes also referred to as drift con-
dition) ensuring the existence and uniqueness of a quasi-stationary distribu-
tion and the uniform convergence in total variation of the law of Xt given
Xt 6∈ ∂ when t → +∞ to this quasi-stationary distribution, which means
that there exist two constants γ,C > 0 such that

‖Pµ(Xt ∈ · | t < τ∂)− νQSD‖TV ≤ Ce−γt, ∀t ≥ 0, (1.1)

for all initial distribution µ on E, where ‖ · ‖TV is the usual total variation
distance on the set of finite, signed measures on E, defined by ‖µ‖TV =
supf∈L∞(E), ‖f‖∞≤1 |µ(f)|. We apply this result to two standard models
in ecology and evolution, called Lotka-Volterra (or logistic) birth-death or
diffusion processes [27, 6, 7], which have attracted a lot of attention in the
past and for which the question of uniform convergence toward a quasi-
stationary distribution remains largely open in the multi-dimensional case.

Practical (linear) Lyapunov type criteria for convergence to quasi-statio-
nary distributions were also developed in [12]. However, these results usually
only entail non-uniform convergence with respect to the initial condition. In
the applications we consider here, the results of Sections 4 and 5 in [12] would
ensure the existence of two positive functions ϕ1 ≥ 1 and ϕ2 ≤ 1 on E such
that

‖Pµ(Xt ∈ · | t < τ∂)− νQSD‖TV ≤ Ce−γt
µ(ϕ1)

µ(ϕ2)
, ∀t ≥ 0, (1.2)

for all initial distribution µ on E. In the cases considered below, the function
ϕ1 may be taken bounded, but ϕ2 is usually not bounded away from zero
close to the boundary of E, which leads to a non-uniform convergence result.

As may be expected, the stronger convergence result (1.1) requires a
finer control of the behavior of the process near the boundary, uniformly in
E. As a consequence, our Lyapunov criteria are more involved than those
of [12] and the techniques used here differ: in the present article, we use the
control of the derivative of the continuous-time semi-group of the process
to localize the conditioned process when it starts close to the boundary (see
Proposition 2.3), while [12] makes use of the time-discretisation of the semi-
group for this purpose. Additional arguments are also required to control
the behavior of the conditioned process close to infinity. Note however that,
in the end, our approach relies on the discrete time criterion of [9] and it is
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tempting to think that one may use a combination of the present approach
and of the discrete time criterion of [12] in order to prove (1.2) with ϕ2 =
1. Although this would lead to more complicated criteria than the one
presented below, such an approach could also apply to processes that do not
come down from infinity, such as Orstein-Uhlenbeck processes, with uniform
convergence among initial distributions in bounded subsets. We leave this
question for future research.

The uniform convergence (1.1) is also transferred to other properties
of the process. Indeed, it provides uniformity in the time to the so-called
mortality/extinction plateau (see [30]), uniform convergence of the process
conditioned to late survival to the so-called Q-process, uniform exponential
ergodicity of the Q-process (see [13]), and uniform convergence of x 7→
eλ0tPx(t < τ∂) to an eigenfunction η : E → (0,+∞) for the semigroup,
for some positive constant λ0 > 0, when t→ +∞ (see [9, Theorem 2.5]).

One of the main tools of our proofs is [9], where we showed that the
uniform exponential convergence of conditional distributions in total varia-
tion to a unique quasi-stationary distribution is equivalent to the following
conditions: there exists a probability measure ν on E such that

(A1) there exist t′0, c
′
1 > 0 such that for all x ∈ E,

Px(Xt′0
∈ · | t′0 < τ∂) ≥ c′1ν(·);

(A2) there exists c′2 > 0 such that for all x ∈ E and t ≥ 0,

Pν(t < τ∂) ≥ c′2Px(t < τ∂).

Although it has the merit of generality, this criterion appears to be hard to
check in practice [13, 5, 14, 11, 16, 23]. In particular, it lacks computational
methods for verification. This is one of the purposes of the new criterion
we present. It involves two bounded nonnegative functions V and ϕ such
that V (x)/ϕ(x) → +∞ when x converges to the boundary of E or to ∞,
satisfying

−Lϕ ≤ C11K

for some bounded subset K of E and

LV + C2
V 1+ε

ϕε
≤ C3ϕ

for some ε > 0 and some constants C1, C2, C3 > 0, where L denotes (an
extension of) the infinitesimal generator of the Markov process X.
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We apply this criterion to Lotka-Volterra birth and death processes,
and to competitive Lotka-Volterra Feller diffusion processes. The quasi-
stationary behavior of (extensions of) these two models have received a
lot of attention in the one-dimensional case [34, 33, 25, 29, 3, 14, 15, 22].
We focus here on the multidimensional case, where the processes evolve on
the state spaces E ∪ ∂ = Zd+ for birth and death processes (with Z+ =
{0, 1, 2, . . .}) and E ∪ ∂ = Rd+ for diffusion processes, with d ≥ 2, and where
absorption corresponds to the extinction of a single population. This means
that ∂ = Zd+ \ Nd and E = Nd (where N = {1, 2, . . .}) for multidimensional
birth and death processes and ∂ = Rd+ \ (0,+∞)d and E = (0,+∞)d for
multidimensional diffusions. Non-uniform exponential convergence to quasi-
stationary distributions for such processes can be obtained using [12], [35]
or [20].

Remark 1. The case where absorption corresponds to the extinction of the
whole population, i.e. ∂ = {(0, . . . , 0)}, can be handled combining the results
of the present paper and those known in the one-dimensional case [13, 14]
following the methods of [4, Thm. 1.1]. This case was also considered in [16].

A Lotka-Volterra birth and death process in dimension d ≥ 2 is a Markov
process (Xt, t ≥ 0) on Zd+ with transition rates qn,m from n = (n1, . . . , nd) ∈
Zd+ to m 6= n in Zd+ given by

qn,m =


ni(λi +

∑d
j=1 γijnj) if m = n+ ei, for some i ∈ {1, . . . , d}

ni(µi +
∑d

j=1 cijnj) if m = n− ei, for some i ∈ {1, . . . , d}
0 otherwise,

where ei = (0, . . . , 0, 1, 0, . . . , 0) where the 1 is at the i-th coordinate. Note
that the set ∂ = Zd+ \ Nd is absorbing for the process. We make the usual
convention that

qn,n := −qn := −
∑
m 6=n

qn,m.

From the biological point of view, the constant λi > 0 is the birth rate per
individual of type i ∈ {1, . . . , d}, the constant µi > 0 is the death rate per
individual of type i, cij ≥ 0 is the rate of death of an individual of type i
from competition with an individual of type j, and γij ≥ 0 is the rate of
birth of an individual of type i from cooperation with (or predation of) an
individual of type j. In general, a Lotka-Volterra process could be explosive
if some of the γij are positive, but the assumptions of the next theorem
ensure that it is not the case and that the process is almost surely absorbed
in finite time.
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Theorem 1.1. Consider a competitive Lotka-Volterra birth and death pro-
cess (Xt, t ≥ 0) in Zd+ as above. Assume that the matrix (cij − γij)1≤i,j≤d
defines a positive operator on Rd+ in the sense that, for all (x1, . . . , xd) ∈
Rd+ \ {0},

∑
ij xi(cij − γij)xj > 0. Then the process has a unique quasi-

stationary distribution νQSD and there exist constants C, γ > 0 such that,
for all probability measures µ on E = Nd,

‖Pµ(Xt ∈ · | t < τ∂)− νQSD‖TV ≤ Ce
−γt, ∀t ≥ 0.

An important difficulty here is the fact that the absorption rate (i.e. the
rate of jump from a state in E to a state in ∂) is not bounded. Birth and
death processes with bounded absorption rates are much easier to study,
cf. e.g. [9]. The existence of a quasi-stationary distribution for this kind of
multi-dimensional birth and death processes can also be obtained using the
theory of R-positive matrices, as exposed in [19], but without the uniform
exponential convergence (1.1).

In Section 5, we consider general competitive Feller diffusions, which
extend the classical example of Lotka-Volterra Feller diffusion process in
dimension d ≥ 2, defined as the solution Xt = (X1

t , . . . , X
d
t ) to the stochastic

differential equation

dXi
t =

√
γiXi

tdB
i
t +Xi

t

ri − d∑
j=1

cijX
j
t

 dt, ∀i ∈ {1, . . . , d}, (1.3)

where (B1
t , t ≥ 0), . . . , (Bd

t , t ≥ 0) are independent standard Brownian mo-
tions. The Brownian terms and the linear drift terms correspond to classical
Feller diffusions, and the quadratic drift terms correspond to Lotka-Volterra
interactions between coordinates of the process. The variances per individ-
ual γi are positive numbers, and the growth rates per individual ri can be
any real number, for all 1 ≤ i ≤ d. The parameters cij are assumed nonneg-
ative for all 1 ≤ i, j ≤ d, which corresponds to competitive Lotka-Volterra
interaction. It is well known that, in this case, there is global strong exis-
tence and pathwise uniqueness for the SDE (1.3), and that it is almost surely
absorbed in finite time in ∂ = Rd+ \ (0,+∞)d if cii > 0 for all i ∈ {1, . . . , d}
(see [4] and Section 5).

Theorem 1.2. Consider a competitive Lotka-Volterra Feller diffusion (Xt, t ≥
0) in Rd+ as above. Assume that cii > 0 for all i ∈ {1, . . . , d}. Then the
process has a unique quasi-stationary distribution νQSD and there exist con-
stants C, γ > 0 such that, for all probability measures µ on E = (0,∞)d,

‖Pµ(Xt ∈ · | t < τ∂)− νQSD‖TV ≤ Ce
−γt, ∀t ≥ 0. (1.4)
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This results was previously known [4] when the process (after some trans-
formations) is a Kolmogorov diffusion (i.e. of the form dYt = dWt−∇V (Yt)dt
for some Brownian motion W and some C2 function V ). In dimension 2,
this holds if the constants cij and γij satisfy c12γ1 = c21γ2. Our result is
valid in any dimension and has no restriction on the coefficients. One can
also expect to extend our result to cooperative cases (e.g. with c21 < 0 and
c12 < 0 as in [4]) by using our abstract Lyapunov criterion with functions
combining those used to prove Theorems 1.1 and 1.2. Another motivations
of our study comes from [1], where the coming down from infinity of Lotka-
Volterra Feller diffusions is studied. It appears that such processes may go
extinct far from compact sets for very large initial conditions. Theorem 1.2
proves that this does not prevent the conditioned process to come back to
compact sets fast.

Our general non-linear Lyapunov criterion, Theorem 2.4, is stated in
Section 2 and proved in Section 3. Sections 4 and 5 are devoted to the
study of (extensions of) competitive Lotka-Volterra birth and death pro-
cesses and competitive Lotka-Volterra Feller diffusions and to the proofs of
Theorems 1.1 and 1.2.

Since the publication of the first version of this preprint on Arxiv, the
criteria presented here have been applied to other models, including diffusion
models of deadlocks in distributed algorithms [8] and stochastic reaction
networks [21], with a weakened condition for birth and death processes.

2 A general Lyapunov criterion for uniform expo-
nential convergence of conditional distributions

Our general framework is inspired from [31].

2.1 Definitions and notations

We consider a càdlàg (right continuous with left limits) time-homogeneous
strong Markov process (Ω,F , (Ft)t≥0, (Xt, t ≥ 0), (Px)x∈E∪{∂}) with state
space E∪∂, which is assumed to be a metric space with distance function d,
equipped with its Borel σ-fields and such that E is measurable and E∩∂ = ∅.
In what follows, o is a fixed arbitrary point in E and we define the open sets

On = {x ∈ E : d(x, ∂) > 1/(n+ 1) and d(x, o) < n+ 1},

for all n ≥ 1.
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We assume that E ∩ ∂ = ∅, that ∂ is an absorbing set for the process
and we introduce

τ∂ = inf{t ≥ 0, Xt ∈ ∂}.

We assume that τ∂ < ∞ a.s. and that the process is regularly absorbed, in
the sense that

τ∂ := lim
n→+∞

Tn, where Tn := inf{t ≥ 0, Xt 6∈ On} (2.1)

and that, for all x ∈ E and t ≥ 0, Px(t < τ∂) > 0.
We also assume that, for any closed set C, the entry time in C defined

by τC = inf{t ≥ 0 : Xt ∈ C}, are (Ft)t≥0-stopping times.1 In particular,
since (E ∪ ∂) \On is closed, Tn and thus τ∂ are (Ft)t≥0-stopping times.

We shall make use of the following weakened notion of generator for X,
inspired from [31] and which extends the usual weak infinitesimal genera-
tor [18].

Definition 2.1. We say that a measurable function V : E ∪ ∂ → R belongs
to the domain D(L) of the weakened generator L of X if there exists a
measurable function W : E → R such that, for all n ∈ N, t ≥ 0 and x ∈ E,

Ex
∫ t∧Tn

0
|W (Xs)| ds <∞ and ExV (Xt∧Tn) = V (x)+Ex

[∫ t∧Tn

0
W (Xs)ds

]
,

(2.2)
and we define LV = W on E. We also define LV (x) = 0 for all x ∈ ∂.

Due to the local form of the above Dynkin formula, it is much easier
to check that V belongs to D(L) than to the usual domain of the weak
infinitesimal generator.

We also define the set of admissible functions to which our Lyapunov
criterion applies. We will say that a measurable function on E or E ∪ ∂ is
locally bounded if it is bounded on On for all n ≥ 1.

Definition 2.2. We say that a pair (V, ϕ) of functions V and ϕ measurable
from E ∪ ∂ to R+ is an admissible pair of functions if

(i) V and ϕ are bounded, identically 0 on ∂, positive on E, and 1/V and
1/ϕ are locally bounded on E.

1One can easily adapt our proofs to cases where entry times in other sets (e.g. open)
are strong Markov times for the process.
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(ii) We have the convergences

lim
n→+∞

inf
x∈E\On

V (x)

ϕ(x)
= +∞ (2.3)

and
lim

n→+∞
V (XTn) = 0 a.s. (2.4)

(iii) V and ϕ belong to the domain of the weakened generator L of X, LV
is bounded from above and Lϕ is bounded from below.

The main point of this definition of admissible functions is the following
result, whose technical proof is postponed to Section 3.

Proposition 2.3. Assume (V, ϕ) is a pair of admissible functions. Then,
for all x ∈ E and t ≥ 0,

Ex[LV (Xs)]

Ex[ϕ(Xs)]
− Ex[V (Xs)]

Ex[ϕ(Xs)]

Ex[Lϕ(Xs)]

Ex[ϕ(Xs)]
∈ L1([0, t])

and

Ex[V (Xt)]

Ex[ϕ(Xt)]
=
V (x)

ϕ(x)
+

∫ t

0

{
Ex[LV (Xs)]

Ex[ϕ(Xs)]
− Ex[V (Xs)]

Ex[ϕ(Xs)]

Ex[Lϕ(Xs)]

Ex[ϕ(Xs)]

}
ds.

(2.5)

2.2 A non-linear Lyapunov criterion

In the following assumption, we need a pair of functions, while usual drift
conditions of Foster-Lyapunov criteria only use one (see for instance [31]).
Roughly speaking, the function V is used to control return time in compact
sets from neighborhood of the boundary, while the second one, ϕ, is used to
control the absorption rate. One of the main difficulty when checking the
following assumption, is that V needs also to be related to the absorption
probability, via the inequality (2.7).

Assumption 1. There exist a pair of admissible functions (V, ϕ) and con-
stants k0 ∈ N, C1, C2, C3, ε > 0 such that

− Lϕ ≤ C11Ok0
and LV + C2

V 1+ε

ϕε
≤ C3ϕ. (2.6)

and there exist constants r0, p0 > 0 such that

Px(r0 < τ∂) ≤ p0V (x), ∀x ∈ E \Ok0 . (2.7)
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The main role of the first part in the above assumption is to bound the
derivative computed in Proposition 2.3, which will allow us to show that the
quantity Ex[V (Xt)]

Ex[ϕ(Xt)] is uniformly bounded in x ∈ E for t large enough. The
second part of this assumption is needed to check that the boundedness of
Ex[V (Xt)]
Ex[ϕ(Xt)] implies that, conditionally on t < τ∂ , Xt ∈ On with high probability
for n large. This implies that the problem can be localized in this set On,
so that, in order to check Conditions (A1–A2), it is enough to assume the
following local versions of (A1–A2), which are much easier to check.

Assumption 2. There exists a probability measure ν on E such that, for
all n ≥ 1, there exist an > 0 and θn > 0 satisfying

Px(Xθn ∈ ·) ≥ anν, for all x ∈ On.

In addition, for all n ≥ 0, there exists a constant Dn such that, for all t ≥ 0,

sup
x∈On

Px(t < τ∂) ≤ Dn inf
x∈On

Px(t < τ∂). (2.8)

The Lyapunov criterion of Assumption 1 will be useful to check that the
conditioned process comes back quickly in bounded subsets of E from any
neighborhood of the boundary. However, it does not imply this property
for initial distribution in a neighborhood of infinity. This is the purpose of
the next assumption. Since it only concerns the unconditioned process, it
may be proved using usual drift conditions or probabilistic arguments, as
we illustrate in the two examples of Sections 4 and 5.

Assumption 3. For all λ > 0, there exists n ≥ 1 such that

sup
x∈E

Ex(eλ(Sn∧τ∂)) <∞. (2.9)

where Sn = inf{t ≥ 0 : Xt ∈ On}.

It is well known [31] that this assumption is implied by the existence,
for all λ > 0, of a bounded Lyapunov function ψλ : E ∪{∂} → [1,+∞) such
that

Lψλ(x) ≤ −λψλ(x) + C1On

for some n ≥ 1. Indeed in this case,

eλtψλ(Xt)−
∫ t

0
eλs [λψλ(Xs) + Lψλ(Xs)] ds
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is a local martingale and eλ(t∧Sn∧τ∂)ψλ(Xt∧Sn∧τ∂ ) is a super-martingale in
L∞. Fatou’s lemma then implies that Ex(eλ(Sn∧τ∂)) ≤ ψλ(x). Depending on
the situations it might be simpler to check Assumption 3 directly using for
instance coupling arguments as we do for example for Theorem 5.1 below,
or to find a Lyapunov function.

We can now state our main general result. Its proof is given in Section 3.

Theorem 2.4. Assume that the process (Xt, t ≥ 0) is regularly absorbed
and that there exists a pair of admissible functions (V, ϕ) satisfying As-
sumption 1. Assume also that Assumptions 2 and 3 are satisfied. Then
the process X admits a unique quasi-stationary distribution νQSD and there
exist constants C, γ > 0 such that for all probability measure µ on E,

‖Pµ(Xt ∈ · | t < τ∂)− νQSD‖TV ≤ Ce−γt, ∀t ≥ 0. (2.10)

3 Proof of the results of Section 2

We first give the proof of Proposition 2.3 in Subsection 3.1 and the proof
of Theorem 2.4 in Subsection 3.2. The proofs of two technical lemmas are
given in Subsections 3.3 and 3.4.

3.1 Proof of Proposition 2.3

In what follows, we use the classical definition of the integral of a signed func-
tion f with respect to a positive measure µ by µ(f+)− µ(f−) ∈ [−∞,+∞]
(where f+ and f− denote respectively the positive and negative parts of f),
which is well defined as soon as at least one of the two terms is finite. Clas-
sical results (as Lebesgue’s theorem, Fatou’s lemma and Fubini’s theorem)
still hold in this case.

Using the Definition 2.1 of the weakened infinitesimal generator, we have
for all n ≥ 1

ExV (Xt∧Tn) = V (x)+Ex
∫ t∧Tn

0
LV (Xs)ds = V (x)+Ex

∫ t

0
LV (Xs)1s<Tnds.

(3.1)
Note that

ExV (Xt∧Tn) = Ex (1t<TnV (Xt)) + Ex (1Tn≤tV (XTn)) .

Using (2.1), the Assumption (2.4) and that V (XTn) is uniformly bounded,
Lebesgue’s theorem implies that

lim
n→+∞

ExV (Xt∧Tn) = Ex (1t<τ∂V (Xt)) = Ex(V (Xt)). (3.2)

10



Now Fatou’s lemma applied to the right-hand side of (3.1) (using that LV
is bounded from above) gives

ExV (Xt) ≤ V (x) + Ex
[∫ t∧τ∂

0
LV (Xs) ds

]
= V (x) +

∫ t

0
Ex [LV (Xs)] ds,

where we have used Fubini’s theorem for the last inequality. Since V ≥ 0
and LV is bounded from above, we deduce that ExLV (Xs) ∈ L1([0, t]) and
that V (Xt) ∈ L1(Ω). Therefore, we can actually apply Lebesgue’s Theorem
to the right-hand side of (3.1) and hence

ExV (Xt) = V (x) +

∫ t

0
Ex [LV (Xs)] ds.

The same argument applies to ϕ (note that (2.3) and (2.4) imply that
limϕ(XTn) = 0 a.s.):

Exϕ(Xt) = ϕ(x) +

∫ t

0
Ex [Lϕ(Xs)] ds. (3.3)

Therefore ExV (Xt) and Exϕ(Xt) are continuous with respect to t and (cf.
e.g. [2, Lem. VIII.2]), for all T > 0, t 7→ (ExV (Xt),Exϕ(Xt)) belongs to the
Sobolev space W 1,1([0, T ],R2) (the set of functions from [0, T ] to R2 in L1

admitting a derivative in the sense of distributions in L1).
In particular, since Px(t < τ∂) > 0 and hence Exϕ(Xt) > 0 for all t ∈

[0, T ], we deduce from the continuity of t 7→ Exϕ(Xt) that inft∈[0,T ] Exϕ(Xt) >
0. Therefore, we deduce from standard properties of W 1,1 functions [2,
Cor. VIII.9 and Cor. VIII.10] that t 7→ ExV (Xt)/Exϕ(Xt) also belongs to
W 1,1([0, T ],R) and admits as derivative

t 7→ ExLV (Xt)

Exϕ(Xt)
− ExV (Xt)ExLϕ(Xt)

[Exϕ(Xt)]2
∈ L1([0, T ]).

Hence we have proved (2.5).

3.2 Proof of Theorem 2.4

The proof is based on two lemmas. The first one combines Proposition 2.3
and Assumption (2.6) to give uniform (in x) controls on ExV (Xt)

Exϕ(Xt) for t large
enough. Its proof is given in Subsection 3.3.
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Lemma 3.1. There exists two positive constants A and B such that, for all
x ∈ E and all s ≥ 0,

Ex(LV (Xs))

Ex(ϕ(Xs))
− Ex(V (Xs))

Ex(ϕ(Xs))

Ex(Lϕ(Xs))

Ex(ϕ(Xs))
≤ A−B

(
Ex(V (Xs))

Ex(ϕ(Xs))

)1+ε

.

(3.4)

In particular, there exists t0 > 0 such that, for all x ∈ E and all t ≥ t0,

ExV (Xt)

Exϕ(Xt)
≤
(

2A

B

)1/(1+ε)

+ 2At0. (3.5)

The second lemma makes use of Assumption (2.7) to deduce from Lemma 3.1
the following inequality. Its proof is given in Subsection 3.4.

Lemma 3.2. Enlarging k0 in Assumption 1 if necessary, there exists D > 0
such that, for all t ≥ t0 and all x ∈ E,

Ex[V (Xt)] ≤ DEx[V (Xt)1Xt∈Ok0 ]. (3.6)

We prove Theorem 2.4 by checking that the two conditions (A1) and
(A2) in the introduction are satisfied (cf. [13]).

Step 1: Proof of (A1).
We first remark that there exists m0 ≥ 0 such that ν(Om0) > 0 (where ν
and θn below are from Assumption 2) and hence such that, for all n ≥ 1, all
x ∈ On and all k ≥ 1,

Px(Xθn+kθm0
∈ ·) ≥ an ν(Om0) inf

y∈Om0

Py(Xkθm0
∈ ·) ≥ anakm0

ν(Om0)kν(·),

(3.7)

where we used Markov’s property and an induction procedure over k.
In particular, we can assume without loss of generality that θk0 ≥ r0

(where r0 is from Assumption 1 and k0 satisfies Assumption 1 and Lemma 3.2).
As a consequence, Assumption (2.7), Inequality (3.6) and Markov’s property
entail that, for all t ≥ t0 (where t0 is from Lemma 3.1),

Px(t+ θk0 < τ∂) ≤ Px(t+ r0 < τ∂) ≤ Dp0 Ex[V (Xt)1Xt∈Ok0 ]

≤ Dp0 sup
Ok0

V Px(Xt ∈ Ok0).
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On the other hand,

Px(Xt+θk0
∈ ·) ≥ Px(Xt ∈ Ok0) inf

y∈Ok0
Py(Xθk0

∈ ·) ≥ Px(Xt ∈ Ok0) ak0 ν(·).

Setting t′0 = t0 + θk0 , the two above equations imply that, for all x ∈ E,

Px(Xt′0
∈ · | t′0 < τ∂) ≥ ak0

Dp0 supOk0
V
ν(·),

and hence that Assumption (A1) holds true.

Step 2: Proof of (A2).
Using (3.7), for all n ≥ m0, all x ∈ On and all k ≥ 1, we obtain that, for all
t ∈ [θn + kθm0 , θn + (k + 1)θm0),

Px(t+ s < τ∂) ≥ Px(Xθn+(k+1)θm0
∈ Om0) inf

y∈Om0

Py(s < τ∂)

≥ anak+1
m0

ν(Om0)k+2 inf
y∈On

Py(s < τ∂).

Setting λ := − ln(am0ν(Om0))/θm0 and using inequality (2.8) of Assump-
tion 2, we deduce that, for all n ≥ 1 and all s, t ≥ 0,

inf
x∈On

Px(t+ s < τ∂) ≥ anam0ν(Om0)2

Dn
exp(−λt) sup

x∈On
Px(s < τ∂). (3.8)

Now, we apply Assumption 3 for λ as defined above: there exists n ≥ m0

such that
M := sup

x∈E
Ex[exp(λ(Sn−1 ∧ τ∂))] <∞. (3.9)

Note that, since Xt is càdlàg, XSn−1 ∈ On−1 ⊂ On on the event {Sn−1 <∞}.
Hence, using (3.9) and the strong Markov property at time Sn−1 (which is
a stopping time since it is the entry time in a closed set), for all x ∈ E,

Px(t < τ∂) = Px(t < Sn−1 ∧ τ∂) + Px(Sn−1 ≤ t < τ∂)

≤Me−λt +

∫ t

0
sup
y∈On

Py(t− s < τ∂)Px(Sn−1 ∈ ds).

Note that, if Sn−1 <∞, then Sn−1 < τ∂ and Sn−1 = Sn ∧ τ∂). Thus, for all
s ≤ t, Py(Sn−1 ∈ ds) = Py(Sn−1∧τ∂ ∈ ds, Sn−1 <∞) ≤ Py(Sn−1∧τ∂ ∈ ds).

13



Hence, using (3.8) twice, we have for all x ∈ E

Px(t < τ∂) ≤Me−λt +

∫ t

0
sup
y∈On

Py(t− s < τ∂)Px(Sn−1 ∧ τ∂ ∈ ds)

≤ Dn

anam0ν(Om0)2

[
M inf

y∈On
Py(t < τ∂)

+ inf
y∈On

Py(t < τ∂)

∫ t

0
eλsPx(Sn−1 ∧ τ∂ ∈ ds)

]
≤ 2MDn

anam0ν(Om0)2
inf
y∈On

Py(t < τ∂)

≤ 2MDn

anam0ν(Om0)2ν(On)
Pν(t < τ∂).

Since On ⊃ Om0 , we have ν(On) ≥ ν(Om0) > 0, so the last inequality implies
(A2).

3.3 Proof of Lemma 3.1

Step 1: Proof of (3.4).
Fix x ∈ E and s ≥ 0. On the one hand, it follows from (2.6) that

−Ex(Lϕ(Xs)) ≤
C1

infOk0 ϕ
Ex(ϕ(Xs)).

and hence

−Ex(Lϕ(Xs))

Ex(ϕ(Xs))
Ex(V (Xs)) ≤

C1

infOk0 ϕ
Ex(V (Xs)) (3.10)

On the other hand, we deduce from (2.6) that

Ex(LV (Xs)) ≤ C3Ex(ϕ(Xs))− C2Ex
(
V (Xs)

1+ε

ϕ(Xs)ε

)
≤ C3Ex(ϕ(Xs))−

C2

2
Ex
(
V (Xs)

1+ε

ϕ(Xs)ε

)
− C2

2

Ex(V (Xs))
1+ε

Ex (ϕ(Xs))
ε .

(3.11)

where we used Hölder’s inequality to deduce that

Ex(V (Xs))
1+ε ≤ Ex

(
V (Xs)

1+ε

ϕ(Xs)ε

)
Ex (ϕ(Xs))

ε .
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Now, because of Assumption (2.3), there exists m large enough such that,
for all y ∈ E \Om,

C2V
ε(y)

2ϕε(y)
≥ C1

infOk0 ϕ
.

Therefore, for such a value of m,

C2

2
Ex
(
V (Xs)

1+ε

ϕ(Xs)ε

)
=
C2

2
Ex
(
V (Xs)

1+ε

ϕ(Xs)ε
1Xs∈Om

)
+
C2

2
Ex
(
V (Xs)

1+ε

ϕ(Xs)ε
1Xs∈E\Om

)
≥ C1

infOk0 ϕ
Ex
(
V (Xs)1Xs∈E\Om

)
≥ C1

infOk0 ϕ
ExV (Xs)−

C1 supOm V

infOk0 ϕ infOm ϕ
Exϕ(Xs).

Finally, we obtain from the last inequality, (3.10) and (3.11) that there exists
two positive constants A,B > 0 such that

Ex(LV (Xs))

Ex(ϕ(Xs))
− Ex(V (Xs))

Ex(ϕ(Xs))

Ex(Lϕ(Xs))

Ex(ϕ(Xs))
≤ A−B

(
Ex(V (Xs))

Ex(ϕ(Xs))

)1+ε

Step 2: Proof of (3.5).
We define a = (2A/B)1/(1+ε) and t0 = 4

εBaε . Propositions 2.3 and (3.4)
imply that, for all t ≥ 0 and all x ∈ E,

ExV (Xt)

Exϕ(Xt)
≤ V (x)

ϕ(x)
+At−B

∫ t

0

(
ExV (Xs)

Exϕ(Xs)

)1+ε

ds. (3.12)

Since ε > 0, this implies that, for all x ∈ E, there exists ux ∈ [0, t0] such

that ExV (Xux )
Exϕ(Xux )

< a for any x ∈ E. We prove this by contradiction: assume

on the contrary that for all s ∈ [0, t0],
ExV (Xs)
Exϕ(Xs) ≥ a. Then, for all t ∈ [0, t0],

ExV (Xt)

Exϕ(Xt)
≤ V (x)

ϕ(x)
− B

2

∫ t

0

(
ExV (Xs)

Exϕ(Xs)

)1+ε

ds.

Integrating this differential inequality up to time t0 entails

ExV (Xt0)

Exϕ(Xt0)
≤
[(

ϕ(x)

V (x)

)ε
+
εBt0

2

]−1/ε
≤
(

2

εBt0

)1/ε

=
a

2
,
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which gives a contradiction.
Hence, using Proposition 2.3 and (3.4) again, we deduce that, for all

t ∈ [t0, 2t0] and all x ∈ E,

Ex(V (Xt))

Ex(ϕ(Xt))
≤ ExV (Xux)

Exϕ(Xux)
+A(t− ux)−B

∫ t

ux

(
ExV (Xs)

Exϕ(Xs)

)1+ε

ds

≤ a+A(t− ux) ≤ a+A 2 t0.

Using the same argument repetitively between time kt0 (instead of 0) and
(k + 2)t0 (instead of 2t0) gives the result for all time t ≥ t0.

3.4 Proof of Lemma 3.2

Set a′ =
(
2A
B

)1/(1+ε)
+ 3At0. Equation (2.3) implies that, enlarging k0 in

Assumption 1 if necessary,

inf
y∈E\Ok0

V (y)

ϕ(y)
≥ 2a′.

Lemma 3.1 implies that, for all t ≥ t0,

a′ >
ExV (Xt)

Exϕ(Xt)

≥
Ex[V (Xt)1Xt∈E\Ok0 ] + Ex[V (Xt)1Xt∈Ok0 ]

supy∈E\Ok0
ϕ(y)
V (y)Ex[V (Xt)1Xt∈E\Ok0 ] + supy∈E

ϕ(y)
V (y)Ex[V (Xt)1Xt∈Ok0 ]

≥
Ex[V (Xt)1Xt∈E\Ok0 ] + Ex[V (Xt)1Xt∈Ok0 ]

1
2a′Ex[V (Xt)1Xt∈E\Ok0 ] + supy∈E

ϕ(y)
V (y)Ex[V (Xt)1Xt∈Ok0 ]

.

Therefore,(
a′ sup
y∈E

ϕ(y)

V (y)
− 1

)
Ex[V (Xt)1Xt∈Ok0 ] ≥ 1

2
Ex[V (Xt)1Xt∈E\Ok0 ].

Since a′ > ExV (Xt)/Exϕ(Xt) ≥ 1/ supy∈E(ϕ(y)/V (y)), we deduce that
there exists a constant D > 0 such that

Ex[V (Xt)] ≤ DEx[V (Xt)1Xt∈Ok0 ].
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4 Application to multidimensional birth and death
processes absorbed when one of the coordinates
hits 0

We consider general multitype birth and death processes in continuous time,
taking values in Zd+ for some d ≥ 2. Let (Xt, t ≥ 0) be a Markov process on
Zd+ with transition rates

from n = (n1, . . . , nd) to

{
n+ ej with rate njbj(n),

n− ej with rate njdj(n)

for all 1 ≤ j ≤ d, with ej = (0, . . . , 0, 1, 0, . . . , 0), where the nonzero coordi-
nate is the j-th one, b(n) = (b1(n), . . . , bd(n)) and d(n) = (d1(n), . . . , dd(n))
are functions from Zd+ to (0,+∞)d. This model represents a density-dependent
population dynamics with d types of individuals (say d species), where bi(n)
(resp. di(n)) represents the reproduction rate (resp. death rate) per individ-
uals of species i when the population is in state n.

Note that the forms of the birth and death rates imply that, once a
coordinate Xj

t of the process hits 0, it remains equal to 0. This corresponds
to the extinction of the population of type j. Hence, the set ∂ := Zd+ \Nd is
absorbing for the process X.

We define for all k ≥ 1

d̄(k) = sup
n∈Nd, |n|=k

|n|
d∑
i=1

1ni=1di(n),

and d(k) = inf
n∈Nd, |n|=k

d∑
i=1

ni [1ni 6=1di(n)− bi(n)] ,

where |n| := n1 + . . .+ nd. We shall assume

Assumption 4. There exists η > 0 small enough such that, for all k ∈ N
large enough,

d(k) ≥ ηd̄(k), (4.1)

and
d(k)

k1+η
−−−−→
k→+∞

+∞. (4.2)

Note that, since the set On is finite for all n, it is standard to check that
any function f : Zd+ → R is in the domain of the weakened infinitesimal
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generator of X and, for all n ∈ Nd,

Lf(n) =

d∑
j=1

[f(n+ ej)− f(n)]njbj(n) +

d∑
j=1

[f(n− ej)− f(n)]njdj(n).

Under Assumption (4.2), setting W (n) = |n|, we have

LW (n)

W (n)1+η
= −

∑d
j=1 nj(dj(n)− bj(n))

W (n)1+η
≤ − d(|n|)
|n|1+η

→ −∞.

This classically entails that

sup
n∈Nd

En(|X1|) < +∞. (4.3)

(The argument is very similar to the one used for Lemma 3.1.) In particular,
the process is non-explosive and τ∂ is finite almost surely. Therefore, the
process X is regularly absorbed, as defined in Section 2.1. We can now state
the main result of the section.

Theorem 4.1. Under Assumption 4, the multi-dimensional competitive
birth and death process (Xt, t ≥ 0) absorbed when one of its coordinates
hits 0 admits a unique quasi-stationary distribution νQSD and there exist
constants C, γ > 0 such that, for all probability measure µ on Nd,

‖Pµ(Xt ∈ · | t < τ∂)− νQSD‖TV ≤ Ce−γt, ∀t ≥ 0.

As will appear in the proof below, to check our conditions, it is sufficient
to take functions V and ϕ of the form f(|n|)1Nd(n) for some f : N → R+.
More precisely, the first part of Condition (2.6) can be checked for ϕ(n) =
f(|n|)1Nd(n) with decreasing f and the second part for V (n) = g(|n|)1Nd(n)
with increasing g, to take advantage of the drift of the birth and death pro-
cess towards 0 for large |n|. However, let us emphasize that, although the
choice ϕ(n) = 1Nd (i.e. f ≡ 1) is natural, it cannot satisfy the first part
of Condition (2.6), since in this case −Lϕ(n) =

∑d
i=1 1ni=1di(n) (the ab-

sorption rate) is unbounded. The direct study of E(V (Xt) | t < τ∂) =
E[V (Xt)]/E[1n∈Nd(Xt)] is possible, but only allows to recover particular
cases of Theorem 4.1 (cf. [10, Section 4]). Our criterion is more flexible
and better adapted to multidimensional birth and death models of interact-
ing populations.
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It is easy to check that Assumption 4 is satisfied in the general Lotka-
Volterra birth and death process of the introduction. Indeed, we clearly
have d̄(k) ≤ Ck2 and

d(k) ≥ inf
n∈Nd, |n|=k

d∑
i=1

(di(n)− bi(n))− sup
n∈Nd, |n|=k

n∑
i=1

di(n)1ni=1

≥ −Ck + inf
n∈Nd, |n|=k

d∑
i,j=1

ni(cij − γij)nj

for C = maxi µi + maxi λi + maxi,j cij . Under the assumptions of Theo-
rem 1.1, there exists C ′ > 0 such that, for all n ∈ Nd,

d∑
i,j=1

ni(cij − γij)nj ≥ C ′|n|2.

This entails Assumption 4.

Proof of Theorem 4.1. Using (4.3) and copying the arguments of [13, Sec. 4.1.1
and Thm. 4.1], one deduces that Assumption 2 is satisfied with ν = δ(1,...,1)
and that Assumption 3 is also satisfied.

Hence we only have to find a pair of admissible functions (V, ϕ) satisfying
Assumption 1. This pair of functions is given for all n ∈ Zd+ by

V (n) =

{∑|n|
k=1

1
kα if n ∈ Nd,

0 if n ∈ ∂

and

ϕ(n) =

{∑+∞
k=|n|+1

1
kβ

if n ∈ Nd,
0 if n ∈ ∂,

for appropriate choices of α, β > 1. Note that the two functions are bounded,
nonnegative and positive on Nd. Note also that, since On = {n ∈ Nd, |n| ≤
n + d} (taking o = (1, . . . , 1)), so Conditions (i-ii) of Definition 2.2 are
clearly satisfied (in this discrete state space case, the condition (2.4) is trivial
since, almost surely, Tn = τ∂ for all n large enough). Note also that, since
infn∈Nd V (n) > 0, Condition (2.7) is also obviously satisfied.
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Hence, we only have to check (2.6) since this of course implies that V
and ϕ satisfy Point (iii) of Definition 2.2. So we compute

Lϕ(n) = −
d∑
i=1

nibi(n)

(1 + |n|)β
+

d∑
i=1

ni1ni 6=1di(n)

|n|β
−

d∑
i=1

1ni=1di(n)
+∞∑

k=|n|+1

1

kβ

≥ 1

|n|β

[
d(|n|)− d̄(|n|)

β − 1

]
,

where we used the fact that

+∞∑
k=x+1

1

kβ
≤
∫ +∞

x

dy

yβ
=

1

(β − 1)xβ−1
.

Hence it follows from Assumption (4.1) that there exists β > 1 large enough
such that Lϕ(n) ≥ 0 for all |n| large enough. This entails the first inequality
in (2.6).

We fix such a value of β. Using that

sup
n∈Nd

V (n) =
+∞∑
k=1

1

kα
≤ 1 +

∫ ∞
1

dx

xα
=

α

α− 1

and

ϕ(n) ≥
∫ ∞
|n|+1

dx

xβ
=

(1 + |n|)1−β

β − 1
≥ |n|1−β

2(β − 1)

for |n| large enough, we compute for such n

LV (n) +
V 1+ε(n)

ϕε(n)
≤

d∑
i=1

nibi(n)

(|n|+ 1)α
−

d∑
i=1

nidi(n)1ni 6=1

|n|α
+ C|n|ε(β−1)

≤ −d(|n|)
|n|α

+ C|n|ε(β−1),

where C = [α/(α − 1)]1+ε[2(β − 1)]ε. Choosing α = 1 + η/2 and ε =

η/[2(β−1)], Assumption (4.2) implies that LV (n)+ V 1+ε(n)
ϕε(n) ≤ 0 for n 6∈ Om

with m large enough. Since infn∈Om ϕ(n) > 0, we have the second inequality
in (2.6).
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5 Application to multidimensional Feller diffusions
absorbed when one of the coordinates hits 0

We consider a general multitype Feller diffusion (Xt, t ≥ 0) in Rd+, solution
to the stochastic differential equation

dXi
t =

√
γiXi

tdB
i
t +Xi

t ri(Xt)dt, 1 ≤ i ≤ d, (5.1)

where (Bi
t, t ≥ 0) are independent standard Brownian motions, γi are posi-

tive constants and ri are measurable maps from Rd+ to R. From the biological
point of view, ri(x) represents the growth rate per individual of species i in a
population of size vector x ∈ Rd+. We shall make the following assumption.

Assumption 5. Assume that, for all i ∈ {1, . . . , d}, ri is locally Hölder on
Rd+ and that there exist a > 0 and 0 < η < 1 such that

ri(x) ≤ aη − xηi , (5.2)

and there exist constants Ba > a, Ca > 0 and Da > 0 such that

d∑
i=1

1xi≥Bari(x) ≤ Ca

(
d∑
i=1

1xi≤ari(x) +Da

)
, ∀x ∈ Rd+. (5.3)

This assumption implies in particular the non-explosion, strong existence
and pathwise uniqueness for (5.1). Indeed, since ri is locally Hölder, stan-
dard arguments entail the strong existence and pathwise uniqueness for (5.1)
up to the explosion time. Now, Assumption (5.2) and standard compari-
son results for one-dimensional diffusion processes (see e.g. Theorem 1.1
in [24, Chapter VI]) entail that each coordinate of the process can be upper
bounded by the solution of the one-dimensional Feller diffusion

dX̄i
t =

√
γiX̄i

tdB
i
t + X̄i

t

[
aη −

(
X̄i
t

)η]
dt, 1 ≤ i ≤ d, (5.4)

with initial value X̄i
0 = Xi

0. Since X̄i is a diffusion on R+ for which +∞ is an
entrance boundary and 0 an exit boundary, we deduce that each coordinate
is non-explosive and hence that the unique solution to (5.1) is non-explosive.
Moreover, the subset ∂ = Rd+ \ (0,+∞)d is an absorbing boundary for the
diffusion process (5.1), so the process Xt is regularly absorbed in the sense
of Section 2.2.

Strong existence and pathwise uniqueness imply well-posedness of the
martingale problem, hence the strong Markov property hold on the canoni-
cal space with respect to the natural filtration (see e.g. [32]). Since the paths
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of X are continuous, the hitting times of closed subsets of Rd+ are stopping
times for this filtration. In addition, it follows from Itô’s formula and the
local boundedness of the coefficients of the SDE that any measurable func-
tion f : Rd+ → R twice continuously differentiable on (0,+∞) belongs to the
domain of the weakened generator of X and

Lf(x) =
d∑
i=1

γixi
2

∂2f

∂x2i
(x) +

d∑
i=1

xiri(x)
∂f

∂xi
(x), ∀x ∈ (0,+∞)d.

We can now state the main result of the section.

Theorem 5.1. Under Assumption 5, the multi-dimensional Feller diffusion
process (Xt, t ≥ 0) absorbed when one of its coordinates hits 0 admits a
unique quasi-stationary distribution νQSD and there exist constants C, γ > 0
such that, for all probability measure µ on Nd,

‖Pµ(Xt ∈ · | t < τ∂)− νQSD‖TV ≤ Ce−γt, ∀t ≥ 0.

It is straightforward to check that Assumption 5 is satisfied in the com-
petitive Lotka-Volterra model (1.3), where ri(x) = ri −

∑d
i=1 cijxj with

cij ≥ 0 and cii > 0 for all 1 ≤ i, j ≤ d. In particular, (5.3) holds because

d∑
i=1

1xi≥Bari(x) ≤ dr̄ −
d∑
i=1

1xi≥Baciixi

≤ dr̄ + c

(
dBa −

d∑
i=1

xi

)

≤ dr̄ + cdBa −
c

dc̄

d∑
i=1

1xi≤a

d∑
j=1

cijxj

≤ dr̄ + cdBa +
c

dc̄

d∑
i=1

1xi≤ari(x),

where r̄ = maxi ri, c̄ = maxi,j cij and c = mini cii. Hence Theorem 1.2 is an
immediate corollary of Theorem 5.1.

Assumption 5 allows for other biologically relevant models. For instance,
one can consider ecosystems where the competition among individuals only
acts when the population size reaches a level K > 0, which leads for instance
to the SDE

dXi
t =

√
γiXi

t dB
i
t +Xi

t

r − d∑
j=1

cij (Xj
t −K)+

 dt, Xi
0 > 0,
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where cij are non-negative constants and cii > 0 for all i, j ∈ {1, . . . , d}.
Note also that a similar approach (i.e. using Theorem 2.4 with Lyapunov
functions of the form

∏d
i=1 h(xi)) can also be used to handle diffusion pro-

cesses evolving in bounded boxes.

Before giving the proof of Theorem 5.1, let us give some intuition about
the choice of functions V and ϕ. The behavior of the process when one of
the coordinates is close to 0 is similar to the behavior of a one-dimensional
diffusion absorbed at 0 started close to 0. This suggests to look for Lyapunov
functions of the form V (x) =

∏d
i=1 f(xi) and ϕ(x) =

∏d
i=1 g(xi) where

the functions f and g satisfy our criterion for one-dimensional diffusions
like (5.4), say

dYt =
√

2YtdBt + Yt(r − Y η
t )dt,

with generator Af(x) = xf ′′(x) + x(r − xη)f ′(x). In the one dimensional
case, Conditions (2.6) are restrictive only close to 0 and close to +∞. When
x→ 0, assuming f(x) = xα and g(x) = xβ when x is close to 0, we obtain

Af(x) ∼ α(α− 1)xα−1 and Ag(x) ∼ β(β − 1)xβ−1.

In particular, to satisfy the first part of (2.6) close to 0, we need β > 1, and
to satisfy the second part of (2.6), we need that

α(α− 1)xα−1 + xα−ε(β−α) ≤ xα

in the neighborhood of 0. This holds true if 0 < α < 1 and ε(β − α) < 1.
Similarly, assuming f(x) = a − x−γ and g(x) = x−δ close to +∞, with
a, γ, δ > 0, we obtain

Af(x) ∼ −γxγ+η and Ag(x) ∼ δxη−δ.

For such functions f and g close to +∞, the first part of (2.6) is always
satisfied and the second part of (2.6) requires

−γxη−γ + a1+εxδε ≤ x−δ,

when x→ +∞. This holds true if η − γ > δε.
This gives the intuition to check our criterion in dimension 12. The

multi-dimensional case of Theorem 5.1 requires a more careful study, since
we need to consider cases where some of the coordinates of the process are
close to 0 or +∞, and the others belong to some compact set.

2Note that more efficient criteria exist for one-dimensional diffusions (see [14]). The
interest of our criterion comes from the fact that it applies to multi-dimensional processes.
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Proof of Theorem 5.1. Up to a linear scaling of the coordinates, we can
assume without loss of generality that γi = 2 for all 1 ≤ i ≤ d, so we
will only consider this case from now on. Note that Assumption 5 is not
modified by the rescaling (up to appropriate changes of the constants a, Ba,
Ca and Da).

We divide the proof into five steps, respectively devoted to the construc-
tion of a function ϕ satisfying the first inequality in (2.6), of a function V
satisfying the second inequality in (2.6), to the proof of (2.7), to the proof of
a local Harnack inequality (needed to check Assumption 2), and the proofs
of Assumption 2 and of Assumption 3.

Step 1: construction of a function ϕ satisfying the first inequality in (2.6).
Recall the definition of the constants a > 0 and Ba > a from Assump-

tion 5. We use the following lemma, whose proof is left to the reader (see
Figure 1 for a typical graph of hβ).

Lemma 5.2. There exists M > 0 such that, for all β ≥ M , there exists a
function hβ : R+ → R+ twice continuously differentiable on (0,+∞) such
that

hβ(x) =

{
4x2/a2 if x ∈ [0, a/2],

Bβ
a (2x)−β if x ≥ Ba,

hβ(x) ≥ 1 for all x ∈ [a/2, a], hβ is nonincreasing and convex on [a,+∞),

M ′ := sup
β≥M

sup
x∈[a/2,a]

|h′β(x)| < +∞ and M ′′ := sup
β≥M

sup
x∈[a/2,a]

|h′′β(x)| < +∞.

We set β = M + (2 ∨ aM ′)/Ca + 1 and

ϕ(x) =
d∏
i=1

hβ(xi), ∀x ∈ Rd+.

We have

Lϕ(x)

ϕ(x)
=

d∑
i=1

xih
′
β(xi)ri(x) + xih

′′
β(x)

hβ(xi)
.

Now, it follows from the properties of hβ and Assumptions 5 that, for all
x ∈ R+ and all 1 ≤ i ≤ d,

xih
′
β(xi)ri(x) + xih

′′
β(x)

hβ(xi)
≥


0 if xi ≥ a,
−βri(x) if xi ≥ Ba,
2ri(x) + 2

xi
if xi ≤ a/2,

aM ′(ri(x)− aη)− a1+ηM ′ − aM ′′ if a/2 ≤ xi ≤ a,
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Figure 1: A typical graph of hβ.

where we used in the last inequality the fact that ri(x) − aη ≤ 0 for all
x. Using once again this property, we deduce that, for some constant B
independent of β ≥M ,

xih
′
β(xi)ri(x) + xih

′′
β(x)

hβ(xi)
≥


0 if xi ≥ a,
−βri(x) if xi ≥ Ba,
(2 ∨ aM ′)ri(x) + 2

xi
−B if xi ≤ a.

(5.5)

Hence, for all x ∈ Rd+,

Lϕ(x)

ϕ(x)
≥ −β

d∑
i=1

1xi≥Bari(x) +
d∑
i=1

1xi≤a

(
(2 ∨ aM ′)ri(x) +

2

xi

)
− dB.

This and Assumption (5.3) imply that

Lϕ(x)

ϕ(x)
≥ −

d∑
i=1

1xi≥Bari(x) + 2

d∑
i=1

1xi≤a
1

xi
− dB − (2 ∨ aM ′)Da

≥
d∑
i=1

(
xηi +

2

xi

)
−B′,

for some constant B′, where we used Assumption (5.2) in the last inequality.
Hence, there exist n ≥ 1 and a constant C > 0 such that

Lϕ(x) ≥ −C1x∈On ,
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since On = {x ∈ [ 1
n+1 ,+∞)d,

∑
xi ≤ n + 1} (we equip Rd+ with the L1

distance). This ends the proof that ϕ satisfies the first inequality in (2.6).

Step 2: construction of a function V satisfying (2.6) and verification that
(V, ϕ) is a pair of admissible functions.

For V , we define

V (x) =
d∏
i=1

g(xi), ∀x ∈ Rd+,

where the function g : R+ → R+ is twice continuously differentiable on
(0,+∞), increasing concave and such that

g(x) =

{
xγ if x ≤ 1

δ − x−η/2 if x ≥ 2,

for some constants γ < 1 and δ > 0 and where η is defined in Assump-
tion (5.2). Since g′(1) = γ and g′(2) = η2−2−η/2, it is possible to find δ > 0
such that such a function g exists as soon as η2−2−η/2 < γ. Hence, we shall
assume that γ belongs to the non-empty interval (η2−2−η/2, 1). We have

LV (x)

V (x)
=

d∑
i=1

xig
′(xi)ri(x) + xig

′′(xi)

g(xi)

and

xig
′(xi)ri(x) + xig

′′(xi)

g(xi)
≤



γri(x)− γ(1− γ)

xi
if xi ≤ 1,

2aη sup
1≤x≤2

g′(x) if 1 ≤ xi ≤ 2,

ηri(x)x
−η/2
i

2(δ − x−η/2i )
if xi ≥ 2.

We deduce from Assumptions (5.2) that there exist constants B′, B′′ > 0
such that

xig
′(xi)ri(x) + xig

′′(x)

g(xi)
≤ B′ −


γ(1−γ)
xi

if xi ≤ 1,

0 if 1 ≤ xi ≤ 2,

B′′x
η/2
i if xi ≥ 2.

(5.6)
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Thus, since hβ(xi) ≥ Dβ

(
x2i ∧ x

−β
i

)
for some constant Dβ > 0 and since

g(xi) ≤ δ,

LV (x)

V (x)
+
V (x)ε

ϕ(x)ε
≤ B′d− γ(1− γ)

d∑
i=1

1xi≤1
xi
−B′′

d∑
i=1

1xi≥2x
η/2
i

+

(
δ

Dβ

)dε d∏
i=1

(
xεβi ∨ x

−2ε
i

)
≤ B′d+ γ(1− γ) +B′′2η/2 − γ(1− γ)

(
inf
i
xi

)−1
−B′′

(
sup
i
xi

)η/2
+

(
δ

Dβ

)dε [(
sup
i
xi

)βdε
+

(
inf
i
xi

)−2dε]
.

Therefore, choosing ε > 0 such that d(1 +α)ε < 1 and βdε < η/2, LV (x) +
V (x)1+ε/ϕ(x)ε ≤ 0 for all x ∈ Rd+ such that infi xi is small enough or supi xi
is big enough. Since LV is bounded from above by (5.6) and since V and ϕ
are positive continuous on any compact subset of (0,+∞)d, we have proved
Condition (2.6).

We can now check that (V, ϕ) is a pair of admissible functions. First,
V and ϕ are both bounded, positive on (0,+∞) and vanishing on ∂. They
both belong to the domain of the weakened infinitesimal generator of X.
Since the function g/hβ is positive continuous on (0,+∞) and

g(x)

hβ(x)
=

{
xγ−2 if x ≤ 1 ∧ a/2,
(δ − x−η/2)(2x)β/Bβ

a if x ≥ Ba ∨ 2,

we deduce that (2.3) holds true. Condition (2.4) is also clear since XTn →
Xτ∂ almost surely. Finally, since LV is bounded from above and Lϕ is
bounded from below, we have proved that (V, ϕ) is a pair of admissible
functions.

Step 3: proof of (2.7).
Using the upper bound Xi

t ≤ X̄i
t for all t ≥ 0 and 1 ≤ i ≤ d, where X̄i

is solution to the SDE (5.4), and noting that the processes (X̄i)1≤i≤d are
independent, we have for all x ∈ Rd+ and all t2 > 0,

Px(t2 < τ∂) ≤
d∏
i=1

Pxi(X̄
i
t2 > 0).

27



Now, there exist constants D and D′ such that

Pxi(X̄
i
t2 > 0) ≤ (Dxi) ∧ 1 ≤ D′g(xi) for all xi > 0. (5.7)

To prove this, we can consider a scale function s of the diffusion X̄i such
that s(0) = 0 and s(x) > 0 for x > 0. Using the expression of the scale
function and the speed measure (see e.g. [32, V.52]), one easily checks that
s(xi) ∼ αxi when xi → 0 for some α 6= 0 and that Proposition 4.9 of [14] is
satisfied, so that Pxi(X̄i

t2 > 0) ≤Ms(xi) for some M > 0. Since s(xi) ∼ αxi
when xi → 0, (5.7) is proved and hence (2.7) holds true.

Step 4: Harnack inequality for u. Consider a bounded nonnegative mea-
surable function f and define the application u : (t, x) ∈ R+ × (0,+∞)d 7→
Ex(f(Xt)1t<τ∂ ). Our aim is to prove that, for all m ≥ 1, there exist two
constants Nm > 0 and δm > 0, which do not depend on f , such that

u(δ2m, x) ≤ Nmu(2δ2m, y), for all x, y ∈ Om such that |x− y| ≤ δm/2. (5.8)

We fix m ≥ 1 and we will omit the indices m for the constants δ and
N for the rest of Step 4. Let K be a compact set with C∞ boundary
such that Om ⊂ K ⊂ (0,+∞)d and such that d(Om, ∂K) > 0. We set
δ = d(Om, ∂K)/3 and τ = inf{t ≥ 0 : Xt ∈ ∂K}. Let x and y be fixed
in K such that |x − y| ≤ δ/2. We define µx and µy as the joint law of
(δ2 − τ ∧ δ2, Xτ∧δ2) starting from X0 = x and (2δ2 − τ ∧ (2δ2), Xτ∧(2δ2))
starting from X0 = y, respectively. It follows from Lusin’s theorem (see
e.g. [17, Thm. 7.5.2]) that there exists a sequence (hn)n≥1 of bounded C∞

functions from ([0,∞[×∂K)∪ ({0}×K) to R+ such that (hn)n≥1 converges
bounded pointwisely toward u, (µx + µy)-almost everywhere. For all n ≥ 1,
we let un : [0,+∞[×K → R be the solution to the linear parabolic equation∂tun =

d∑
i=1

xi
∂2un
∂x2i

+ xiri(x)
∂un
∂xi

, ∀(t, x) ∈ (0,∞)× int(K),

un(t, x) = hn(t, x), ∀(t, x) ∈ ([0,∞[×∂K) ∪ ({0} ×K).

By [28, Thm 5.1.15], for all n ≥ 1, un is of regularity C1,2. In particular,
applying Itô’s formula to s 7→ un(δ2 − s,Xs) at time τ ∧ δ2 and taking the
expectation, one deduces that,

un(δ2, x) = Ex
[
un(δ2 − τ ∧ δ2, Xτ∧δ2)

]
= µx(hn)
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By Lebesgue’s theorem, the last quantity converges when n→ +∞ to

µx(u) = Ex
(
1τ≤δ2 u(δ2 − τ,Xτ )

)
+ Ex (1τ>δ2 u(0, Xδ2))

= Ex
(
1τ≤δ2 EXτ (f(Xδ2−τ )1δ2−τ<τ∂ )

)
+ Ex (1τ>δ2f(Xδ2))

= Ex(f(Xδ2)1δ2<τ∂ ) = u(δ2, x),

where we used the strong Markov property at time τ . Similarly, un(2δ2, y)
converges to u(2δ2, y).

Using the Harnack inequality provided by [26, Theorem 1.1] (with θ = 2
and R = δ), we deduce that there exists a constant N > 0 which does not
depend on f , x, y ∈ K such that |x− y| ≤ δ/2 nor on n such that

un(δ2, x) ≤ Nun(2δ2, y).

Hence, we deduce that

u(δ2, x) ≤ Nu(2δ2, y), for all x, y ∈ K such that |x− y| ≤ δ/2 (5.9)

and (5.8) is proved.

Step 5 : proof that Assumptions 2 and 3 are satisfied. Fix x1 ∈ O1 and
let ν denote the conditional law Px1(Xδ21

∈ · | δ21 < τ∂). Then the Harnack

inequality (5.8) entails that, for all x ∈ O1 such that |x− x1| ≤ δ1/2 and all
measurable nonnegative bounded f on (0,+∞)d,

Ex
[
f(X2δ21

)12δ21<τ∂

]
≥ 1

N1
Ex1

[
f(Xδ21

)1δ21<τ∂

]
.

This means that

Px(X2δ21
∈ ·) ≥ Px1(δ21 < τ∂)

N1
ν.

Now, let m ≥ 1. Since Om is bounded, connected and at a positive distance
of ∂, Px(X1 ∈ O1 ∩B(x1, δ1/2)) is uniformly bounded from below in Om by
a positive constant Mm. Therefore, Markov’s property implies that, for all
x ∈ Om,

Px(X1+2δ21
∈ ·) ≥ Px1(δ21 < τ∂)Mn

N1
ν.

This is the first part of Assumption 2.
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The second part of Assumption 2 is also a consequence of (5.8). Indeed,
for any fixed m and for all t ≥ 2δ2m, this equation applied to f(x) = Px(t−
2δ2m < τ∂) and the Markov property entail that

Px(t− δ2m < τ∂) ≤ NmPy(t < τ∂), for all x, y ∈ Om such that |x− y| ≤ δm/2.

Since s 7→ Px(s < τ∂) is non-increasing, we deduce that

Px(t < τ∂) ≤ NmPy(t < τ∂), for all x, y ∈ Om such that |x− y| ≤ δm/2.

Since Om has a finite diameter and is connected, we deduce that there exists
N ′m such that, for all t ≥ 2δ2m,

Px(t < τ∂) ≤ N ′mPy(t < τ∂), for all x, y ∈ Om.

Now, for t ≤ 2δ2m, we simply use the fact that x 7→ Px(2δ2m < τ∂) is uniformly
bounded from below on Om by a constant 1/N ′′m > 0. In particular,

Px(t < τ∂) ≤ 1 ≤ N ′′mPy(2δ2m < τ∂) ≤ N ′′mPy(t < τ∂), for all x, y ∈ Om.

As a consequence, the second part of Assumption 2 is satisfied.
Assumption 3 is a direct consequence of the domination by solutions

to (5.4), since these solutions come down from infinity and hit 0 in finite
time almost surely (cf. e.g. [3]).

Finally, we deduce from Steps 1, 2, 3 and 5 that all the assumptions of
Theorem 2.4 are satisfied. This concludes the proof of Theorem 5.1.
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stationary distributions for multitype birth-and-death processes. ArXiv
e-prints, Feb. 2017.

[17] R. M. Dudley. Real analysis and probability, volume 74 of Cambridge
Studies in Advanced Mathematics. Cambridge University Press, Cam-
bridge, 2002. Revised reprint of the 1989 original.

[18] E. B. Dynkin. Markov processes. Vols. I, II, volume 122 of Trans-
lated with the authorization and assistance of the author by J. Fabius,
V. Greenberg, A. Maitra, G. Majone. Die Grundlehren der Mathema-
tischen Wissenschaften, Bände 121. Academic Press Inc., Publishers,
New York, 1965.

[19] P. A. Ferrari, H. Kesten, and S. Mart́ınez. R-positivity, quasi-stationary
distributions and ratio limit theorems for a class of probabilistic au-
tomata. Ann. Appl. Probab., 6(2):577–616, 1996.
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[29] S. Mart́ınez, J. San Mart́ın, and D. Villemonais. Existence and unique-
ness of a quasistationary distribution for markov processes with fast
return from infinity. J. Appl. Probab., 51(3):756768, 2014.
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