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The Girsanov theorem
without (so much) stochastic analysis

Antoine Lejay

March 29, 2017

Abstract

In this pedagogical note, we construct the semi-group associated to a
stochastic differential equation with a constant diffusion and a Lipschitz
drift by composing over small times the semi-groups generated respectively
by the Brownian motion and the drift part. Similarly to the interpreta-
tion of the Feynman-Kac formula through the Trotter-Kato-Lie formula in
which the exponential term appears naturally, we construct by doing so an
approximation of the exponential weight of the Girsanov theorem. As this
approach only relies on the basic properties of the Gaussian distribution,
it provides an alternative explanation of the form of the Girsanov weights
without referring to a change of measure nor on stochastic calculus.

Keywords: Girsanov theorem, Lie-Trotter-Kato formula, Feynman-Kac formula,
Stochastic differential equation, Euler scheme, splitting scheme, flow, heat equa-
tion, Cameron-Martin theorem.

1 Introduction
This pedagogical paper aims at presenting the Girsanov theorem — a change of
measure for the Brownian motion — using the point of view of operator analy-
sis. We start from the sole knowledge of the Brownian distribution and its main
properties. By doing so, stochastic calculus is avoided excepted for identifying the
limit. Therefore, in a simplified context, we give an alternative proof of a result
which is usually stated and proved using stochastic analysis and measure theory.

In 1944, R.H. Cameron and W.T. Martin proved the celebrated theorem on
the change of the Wiener measure. They later extend it [7, 8].

Theorem 1 (R.H. Cameron & W.T. Martin [9]). Let 𝐹 be a continuous func-
tional on the space of continuous functions C([0, 1];R) with respect to the uniform
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norm. Let 𝑏 be a continuous function in C([0, 1];R) whose derivative 𝑏′ has bounded
variation. Then for a Wiener process (or a Brownian motion)1 W,

E[𝐹 (W)] = E
[︂
𝐹 (W + 𝑏) exp

(︂
−
∫︁ 1

0
𝑏′(𝑠) dW𝑠 − 1

2

∫︁ 1

0
|𝑏′(𝑠)|2 d𝑠

)︂]︂
.

Later in 1960, I.V. Girsanov states in [18] a variant of this theorem for solutions
of stochastic differential equations. Even when 𝜎 is constant, the drift is itself a
non-linear functional of the Brownian motion.

Theorem 2 (I.V. Girsanov, [18]). Let W be a 𝑛-dimensional Wiener process on a
probability space (Ω, ℱ ,P) with respect to a filtration (ℱ𝑡)𝑡≥0. Let X be the solution
on (Ω,P) to

X𝑡(𝜔) = X0(𝜔) +
∫︁ 𝑡

0
𝑎(𝑠, 𝜔) dW(𝑠, 𝜔) +

∫︁ 𝑡

0
𝑏(𝑠, 𝜔) d𝑠

where 𝑎 is matrix valued, 𝑏 is vector valued, and
(A1) The applications 𝑎 and 𝑏 are measurable with respect to (𝑠, 𝜔) ∈ [0, 1] × Ω.
(A2) For each 𝑡 ≥ 0, 𝑎 is ℱ𝑡-measurable.
(A3) Almost everywhere2,

∫︀ 1
0 ‖𝑎(𝑡, 𝜔)‖2 d𝑡 < +∞.

(A4) Almost everywhere,
∫︀ 1

0 |𝑏(𝑡, 𝜔)| d𝑡 < +∞.
Let 𝜑 = (𝜑1, . . . , 𝜑𝑛) be a vector-valued function on [0, 1] × Ω such that (A1)-

(A3) are satisfied.
Let us set ̃︀P[ d𝜔] = exp(Z1

0(𝜑, 𝜔))P[ d𝜔] where

Z𝑡
𝑠(𝜑, 𝜔) =

∫︁ 𝑡

𝑠
𝜑𝑖(𝑢, 𝜔)𝛿𝑖𝑗 dW𝑗(𝑢, 𝜔) − 1

2

∫︁ 𝑡

0

(︃
𝑛∑︁

𝑖=1
𝜑𝑖(𝑢, 𝜔)2

)︃
d𝑢.

Let us also set ̃︁W(𝑡, 𝜔) = W(𝑡, 𝜔) −
∫︀ 𝑡

0 𝜑(𝑠, 𝜔) d𝑠. If ̃︀P[Ω] = 1, then ̃︁W is a Wiener
process with respect to (ℱ𝑡)𝑡≥0 on (Ω, ℱ , ̃︀P) and (X, ̃︀P) is solution to

X𝑡(𝜔) = X0(𝜔) +
∫︁ 𝑡

0
𝑎(𝑠, 𝜔) dW𝑠(𝜔) +

∫︁ 𝑡

0
(𝑏(𝑠, 𝜔) + 𝑎(𝑠, 𝜔)𝜑(𝑠, 𝜔)) d𝑠.

Soon after, these results were extended in many directions, for example to deal
with semi-martingales (see e.g. [47]). The study of the weights for the change of
measures and their exponential nature gives rise to the theory of Doléans-Dade
martingales [12, 33].

1In the original paper [9], the result is stated for 2−1/2W and 21/2𝑏.
2The norm of a matrix is ‖𝑎‖ =

(︁∑︀𝑛
𝑖,𝑗=1 |𝑎2

𝑖,𝑗 |
)︁1/2

while the norm of a vector is ‖𝑎‖ =(︀∑︀𝑛
𝑖=1 |𝑎𝑖|2

)︀1/2.
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These theorems provide us with measures which are equivalent to the Wiener’s
one. The converse is also true [39]: Absolute continuity of Wiener or diffusions
measures can only be reached by adding terms of bounded variation [39, 42].

The Cameron-Martin and Girsanov theorems have a profound meaning as well
as a deep impact on modern stochastic calculus. For example, for example, they
are one of the cornerstones of Malliavin calculus [4, 34], likewise a major tool in
filtering, statistics of diffusion processes [31, 32], mathematical finance, [24], ...

The Girsanov theorem has also been extended to some Gaussian processes,
including the fractional Brownian motion [16, 22].

The Feynman-Kac formula related the Brownian motion with some PDEs. It
involves a probabilistic representation with an exponential weight (see Section 9.1).
The Feynman-Kac formula could be proved by many ways, including stochastic
calculus from one side and the Trotter-Kato-Lie formula on the other side (see [15,
Chap. 3, Sect. 5] or [10] for a nice introduction to this subject, and [19] for a proof
of the Feynman-Kac formula with this procedure).

To illustrate the latter approach, let us consider three linear matrix-valued
equations

�̇� = A𝑋, �̇� = B𝑌, �̇� = (A + B)𝑅 with 𝑋0 = 𝑌0 = 𝑅0 = Id,

where A and B are 𝑑 × 𝑑-matrices. These equations are easily solved by

𝑋𝑡 = exp(𝑡A), 𝑌𝑡 = exp(𝑡B) and 𝑅𝑡 = exp(𝑡(A + B)).

The solutions 𝑋, 𝑌 and 𝑅 satisfy the semi-group property: 𝑋𝑡+𝑠 = 𝑋𝑡𝑋𝑠. If
AB = BA, then 𝑅𝑡 = 𝑌𝑡𝑋𝑡. This is no longer true in general. However, as shown
first by S. Lie [30], the solution 𝑅 could be constructed from 𝑋 and 𝑌 by the
following limit procedure:

𝑅𝑡 = exp(𝑡(A + B)) = lim
𝑛→∞

𝑋𝑡/𝑛𝑌𝑡/𝑛𝑋𝑡/𝑛𝑌𝑡/𝑛 · · · 𝑋𝑡/𝑛𝑌𝑡/𝑛 = lim
𝑛→∞

(𝑒A𝑡/𝑛𝑒B𝑡/𝑛)𝑛.

H.F. Trotter [46] and T. Kato [26] have shown that this could be generalized for
large families of linear unbounded operators A and B. In this case, (𝑋𝑡)𝑡≥0 and
(𝑌𝑡)𝑡≥0 are families on linear operators with the semi-groups property.

On the space of continuous, bounded functions Cb(R𝑑,R), consider the (scaled)
Laplace operator A = 1

2△ and let B be defined by B𝑓(𝑥) = 𝑈(𝑥)𝑓(𝑥) for any 𝑓 ∈
C(R𝑑,R), where the continuous function 𝑈 is called a potential. For a Brownian
motion B, 𝑋𝑡 = E[𝑓(𝑥 + B𝑡)] whereas 𝑌𝑡𝑓(𝑥) = exp(𝑡𝑈(𝑥))𝑓(𝑥) for any 𝑓 ∈
Cb(R𝑑,R), 𝑥 ∈ R𝑑 and 𝑡 ≥ 0.

With the Trotter-Kato-Lie formula, we compose over short times the semi-
group 𝑋 of the Laplace operator with the one 𝑌 of the potential term. Using the
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Markov property of the Brownian motion, for any bounded, measurable function 𝑓 ,

𝑅𝑡𝑓(𝑥) = lim
𝑛→∞

E
[︃
exp

(︃
𝑡

𝑛

𝑛−1∑︁
𝑖=0

𝑈(𝑥 + B𝑖𝑡/𝑛)
)︃

𝑓(𝑥 + B𝑡)
]︃

. (1)

With the right integrability conditions on 𝑈 , we obtain in the limit an exponential
representation of the Feynman-Kac formula [25], that is

𝑅𝑡𝑓(𝑥) = E
[︂
exp

(︂∫︁ 𝑡

0
𝑈(𝑥 + B𝑠) d𝑠

)︂
𝑓(𝑥 + B𝑡)

]︂
,

which gives a probabilistic representation to the PDE

𝜕𝑡𝑅𝑡𝑓(𝑥) = 1
2△𝑅𝑡𝑓(𝑥) + 𝑈(𝑥)𝑅𝑡𝑓(𝑥) with 𝑅0𝑓(𝑥) = 𝑓(𝑥).

The seminal derivation of the Feynman-Kac formula by M. Kac in [25] used
an approximation of the Brownian motion by a random walk, which leads to an
expression close to (1).

What happens now if we use for B the first-order differential operator 𝑏∇· for
a function 𝑏? This means that we consider giving a probabilistic representation of
the semi-group (𝑅𝑡)𝑡≥0 related to the PDE

𝜕𝑡𝑅𝑡𝑓(𝑥) = 1
2△𝑅𝑡𝑓(𝑥) + 𝑏(𝑥)∇𝑅𝑡𝑓(𝑥) with 𝑅0𝑓(𝑥) = 𝑓(𝑥).

Of course, a probabilistic representation is derived by letting X𝑡 be the solution
of the SDE X𝑡 = 𝑥 + B𝑡 +

∫︀ 𝑡
0 𝑏(X𝑠) d𝑠 and 𝑅𝑡𝑓(𝑥) = E[𝑓(X𝑡)]. With the Girsanov

theorem (Theorem 2), 𝑅𝑡𝑓(𝑥) = E[Z𝑡𝑓(𝑥 + B𝑡)] for the Girsanov weight Z given
by (4) below.

The Feynman-Kac formula is commonly understood as a byproduct of the
Trotter-Kato-Lie formula [20], at least in the community of mathematical physics
in relation with the Schrödinger equation [37, 41]. The Trotter-Kato-Lie formula
also offers a simple interpretation, leading to splitting procedures that provide
explicit construction of numerical schemes (see e.g., [6, 21], among others).

Splitting schemes have been proposed to solve SDE3. Surprisingly enough, we
found no trace where the Girsanov theorem is presented as a by-product of the
Trotter-Kato-Lie formula4 Yet its probabilistic interpretation is very simple: we

3In the domain of SDE, among others, the Ninomiya-Victoir scheme [38] relies on an astute
way to compose the operators.

4In [29], R. Léandre gives in interpretation of the Girsanov formula and Malliavin calculus in
terms of manipulation on semi-groups.
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combine Brownian evolution over a short time with a transport equation through
the ODE Ẋ = 𝑏(X) over a short time, and so on...

A heuristic argument shows how the exponential weight appear. For a contin-
uous, bounded function 𝑓 , the semi-group solution (𝑃𝑡)𝑡≥0 such that 𝜕𝑡𝑃𝑡𝑓(𝑥) =
1
2△𝑃𝑡𝑓(𝑥) is given by 𝑃𝑡𝑓(𝑥) = E[𝑓(𝑥 + B𝑡)]. The one (𝑄𝑡)𝑡≥0 that gives the
solution to 𝜕𝑡𝑄𝑡𝑓(𝑥) = 𝑏(𝑥)∇𝑄𝑡𝑓(𝑥) is for 𝑓 ∈ C1

b

𝑄𝑡𝑓(𝑥) = 𝑓(Y𝑡(𝑥)) = 𝑓(𝑥)+ 𝑡𝑏(𝑥)∇𝑓(𝑥)+O(𝑡2) with Ẏ𝑡 = 𝑏(Y𝑡) and Y0 = 𝑥. (2)

Thus, in short time,

𝑃𝑡𝑄𝑡𝑓(𝑥) = E[𝑓(𝑥 + B𝑡) + 𝑡𝑏(𝑥 + B𝑡)∇𝑓(𝑥 + B𝑡)] + O(𝑡2)
= E[𝑓(𝑥 + B𝑡) + 𝑡𝑏(𝑥)∇𝑓(𝑥 + B𝑡)]

+ E[𝑡(𝑏(𝑥 + B𝑡) − 𝑏(𝑥)∇𝑓(𝑥 + B𝑡))] + O(𝑡2). (3)

Since the Gaussian density 𝑝(𝑡, 𝑥) = exp(−𝑥2/2𝑡)/
√

2𝜋𝑡 satisfies 𝜕𝑥𝑝(𝑡, 𝑥) = −𝑥
𝑡
𝑝(𝑡, 𝑥),

an integration by parts implies that5

E[∇𝑓(𝑥+B𝑡)] =
∫︁

𝑝(𝑡, 𝑦)𝜕𝑦𝑓(𝑥+𝑦) d𝑦 =
∫︁ 𝑦

𝑡
𝑝(𝑡, 𝑦)𝑓(𝑥+𝑦) d𝑦 = E

[︃
B𝑡

𝑡
𝑓(𝑥 + B𝑡)

]︃

so that
E[𝑡𝑏(𝑥)∇𝑓(𝑥 + B𝑡)] = E [B𝑡𝑏(𝑥)𝑓(𝑥 + B𝑡)] .

Since 𝑏 is Lipschitz, the term involving 𝑏(𝑥 + B𝑡) − 𝑏(𝑥) in (3) is considered as a
higher order term, roughly of order O(𝑡3/2) since B𝑡 is roughly of order O(

√
𝑡) and

it is multiplied by 𝑡. Thus, we get

𝑃𝑡𝑄𝑡𝑓(𝑥) = E [𝑓(𝑥 + B𝑡) + B𝑡𝑏(𝑥)𝑓(𝑥 + B𝑡)] + O(𝑡3/2).

Again owing to the regularity of the Brownian motion since B2
𝑡 − 𝑡 is a martingale,

we get
𝑃𝑡𝑄𝑡𝑓(𝑥) = E

[︂
exp

(︂
𝑏(𝑥)B𝑡 − 𝑡

2𝑏(𝑥)2
)︂

𝑓(𝑥 + B𝑡)
]︂

+ O(𝑡3/2)

to take into account the Taylor expansion of the exponential at order 2. The
exponential weight is an approximation of the Girsanov weight in short time so
that a similar analysis may be performed to show that 𝑃𝑡𝑄𝑡𝑓(𝑥) = E[Z𝑡𝑓(𝑥 +
B𝑡)] + O(𝑡3/2).

We also see that limit of our approach, as it requires both 𝑓 to be 𝒞1
b and 𝑏 to

be Lipschitz. Such a restriction does not hold with the classical approach.
5This is one of the central ideas of Malliavin calculus to express the expectation involving the

derivative of a function as the expectation involving the function multiplied by a weight.
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Using the above set of ideas, we then aim at proving rigorously the Girsanov
theorem in a restricted setting, by considering only the solution of the stochastic
differential equation

X𝑡 = 𝑥 + B𝑡 +
∫︁ 𝑡

0
𝑏(X𝑠) d𝑠

for a drift 𝑏 ∈ C1
b(R𝑑,R𝑑) and a 𝑑-dimensional Brownian motion on a probability

space (Ω, ℱ ,P). As a rule, we try to stuck on functional analysis arguments, and
not on stochastic calculus to see how far we could go. When X is the canonical
process6, we show that for any 𝑓 ∈ Cb(R𝑑,R),

̂︀E[𝑓(X𝑡)] = E[Z𝑡𝑓(X𝑡)]|

with Z𝑡 = exp
(︂∫︁ 𝑡

0
𝑏(X𝑠) dB𝑠 − 1

2

∫︁ 𝑡

0
|𝑏(X𝑠)|2 d𝑠

)︂
(4)

= 1 +
∫︁ 𝑡

0
Z𝑠𝑏(X𝑠) dB𝑠, (5)

where ̂︀E is the expectation of the distribution ̂︀P of 𝑋, and P the one of the
Brownian motion. It is only at the last stage that stochastic calculus is used, to
give the expression for Z by passing to the limit. All the other arguments come
from functional analysis or simple computations on the Gaussian density.

In the course of events, we obtain an upper bound for the weak rate of con-
vergence of the Euler scheme with a drift coefficient of class C1

b(R𝑑,R), as well as
some insight on the exponential nature of the Girsanov weight.

We actually gives two derivations. One, already known at least in the “folklore”,
is based on the Euler scheme and could be used without reference to the splitting
procedure. The second one is an application of the Trotter-Kato-Lie using the
heuristic given above. Both procedures complement each others and gives two
alternative discretization of the Girsanov weights.

Our hypotheses are a priori more restrictive than the full Girsanov theorem.
Actually,

∙ Using the Markov property of Z and 𝑋, it is possible to show that

E[Z𝑡2𝑓(X𝑡2)𝑓(X𝑡1)] = E
[︁
EX𝑡1

[Z𝑡2,𝑡1𝑓(X𝑡2−𝑡1)]Z𝑡1𝑓(X𝑡1)
]︁

= ̂︀E[𝑓(X𝑡2)𝑓(X𝑡1)]

for 0 ≤ 𝑡1 ≤ 𝑡2, and so on. A limiting argument shows that the transform
is valid for functionals of the Brownian motion, not only for the marginal
distribution.

∙ The Girsanov theorem assumes nothing on the regularity of the drift and
requires only integrability condition. Here, the hypothesis that 𝑏 is C1

b(R𝑑,R𝑑)
(or at least Lipschitz continuous) is crucial for our analysis. Yet any drift could

6This is, X𝑡(𝜔) = 𝜔(𝑡) when the probability space Ω is C(R+,R).
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be reached by regularizing the drift both in the PDE and the expression of
the change of measure. However, non-anticipative functional drifts cannot be
treated by this approach. We comment this further in Section 10.

∙ We use the independence of the increments of the Brownian motion as well
as the explicit expression of its density (the heat or Gaussian kernel) and its
derivative. Considering a diffusion coefficient 𝜎 which is smooth enough, we
could apply to approach to

X𝑡 = 𝑥 +
∫︁ 𝑡

0
𝜎(X𝑠) dB𝑠,

where the Markov property is used, as well as Gaussian controls over the den-
sity of the process and its derivatives, as well as expressions over the derivative
of X𝑡 using Malliavin calculus. It requires fine stochastic and analytic tools
while our aim is to be as basic as possible, we use only the Brownian motion
seen as a process with independent, Gaussian increments.

∙ Time could be added in 𝑏, provided that 𝑏 is uniformly Lipschitz continuous
in space with respect to the time and uniformly bounded.

Outline. The semi-groups are introduced in Section 2. The main estimates on
elementary steps are given in Section 3. The convergence of the semi-groups asso-
ciated to the Euler scheme is shown in Section 4, while the ones for the splitting
procedure is shown in Section 5. The limits of the weights are identified in Sec-
tion 7, leading to our proof of the Girsanov theorem. The infinitesimal generator
of the SDE with drift is identified in Section 8 by the sole use of functional anal-
ysis. At last, to complement our idea to avoid stochastic calculus, we present in
Section 9 a representation of the Girsanov weights that does not involve stochastic
integrals for some special form the of drift. Finally, we discuss in Section 10 the
difference between SDEs and ODEs. The article ends with two appendices.

2 Brownian motion and flows
For a dimension 𝑑, let B be a 𝑑-dimensional Brownian motion on a probability space
(Ω, ℱ ,P). The drift 𝑏 we consider belongs to C1

b(R𝑑,R), the space of bounded,
continuous functions with a bounded, continuous first order derivatives.

We set for convenience ℬ𝑡,𝑠(𝑥, 𝜔) = 𝑥+B𝑡(𝜔)−B𝑠(𝜔) for any 𝑥 ∈ R𝑑, 𝑡 ≥ 𝑠 ≥ 0
and 𝜔 ∈ Ω. This family (B𝑡,𝑥(𝑥, 𝜔))𝑡≥𝑠≥0 is called a random dynamical system.
Clearly,

ℬ𝑡,𝑠(ℬ𝑠,𝑟(𝑥, 𝜔), 𝜔) = ℬ𝑡,𝑟(𝑥, 𝜔) for any 𝑡 ≥ 𝑠 ≥ 𝑟 ≥ 0 and any 𝑥 ∈ R𝑑. (6)

This property (6) is called the flow property.
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For any 𝑠 ≥ 0, let us define (𝑋𝑡,𝑠(𝑥, 𝜔))𝑡≥𝑠 as the unique solution to

𝒳𝑡,𝑠(𝑥, 𝜔) = 𝑥 + B𝑡(𝜔) − B𝑠(𝜔) +
∫︁ 𝑡

𝑠
𝑏(𝒳𝑟,𝑠(𝑥, 𝜔)) d𝑟

= ℬ𝑡,𝑠(𝑥, 𝜔) +
∫︁ 𝑡

𝑠
𝑏(𝒳𝑟,𝑠(𝑥, 𝜔)) d𝑟, 𝑡 ≥ 𝑠.

(7)

Actually, there is no need of a theory of stochastic differential equation for this,
so that 𝒳·,𝑠(𝑥, 𝜔) could be defined pathwise for any Brownian path B(𝜔) of the
Brownian motion B.
Proposition 1. For every 𝜔 in Ω and any starting point 𝑥 ∈ R𝑑, there exists a
unique solution 𝒳 (𝑥, 𝜔) to (7) defined on [𝑠, +∞).
Proof. Let us consider 𝒰𝑡,𝑠(𝑥, 𝜔) = 𝒳𝑡,𝑠(𝑥, 𝜔) − ℬ𝑡,𝑠(𝑥, 𝜔) and set 𝛽(𝑡, 𝑦, 𝜔) =
𝑏(ℬ𝑡,𝑠(𝑥) + 𝑦) so that 𝑏(𝒳𝑡,𝑠(𝑥, 𝜔), 𝜔) = 𝛽(𝑡, 𝒰𝑡,𝑠(𝑥, 𝜔), 𝜔). This way, 𝒳·,𝑠(𝑥, 𝜔)
is solution to (7) if and only if 𝒰·,𝑠(𝑥, 𝜔) is solution to

𝒰𝑡,𝑠(𝑥, 𝜔) =
∫︁ 𝑡

𝑠
𝛽(𝑟, 𝒰𝑟,𝑠(𝑥, 𝜔), 𝜔) d𝑟, 𝑡 ≥ 𝑠. (8)

For any 𝑠 ≥ 0, 𝑥 ∈ R𝑑 and 𝜔 ∈ Ω, Eq. (8) has a unique solution, since 𝛽 is
bounded in time and Lipschitz continuous in space. Then, (7) has necessarily a
unique solution as the map which transforms 𝒳 to 𝒰 is one-to-one.

To simplify our notations, we drop from now any reference to the event 𝜔 ∈ Ω,
which is implicit.

From the uniqueness of the solution to (7), the family (𝒳𝑡,𝑠)𝑡≥𝑠≥0 satisfies the
flow property:

𝒳𝑡,𝑠(𝒳𝑠,𝑟(𝑥)) = 𝒳𝑡,𝑠(𝑥) for 0 ≤ 𝑟 ≤ 𝑠 ≤ 𝑡.

For 𝑥 ∈ R𝑑, we also consider the solution to the one-dimensional ODE

𝒴𝑡,𝑟(𝑥) = 𝑥 +
∫︁ 𝑡

𝑟
𝑏(𝒴𝑠,𝑟(𝑥)) d𝑠, 𝑡 ≥ 𝑟.

This family also satisfies the flow property: 𝒴𝑡,𝑟(𝑥) = 𝒴𝑡,𝑠(𝒴𝑠,𝑟(𝑥)) for any 0 ≤
𝑟 ≤ 𝑠 ≤ 𝑡 and any 𝑥 ∈ R𝑑. As 𝑏 is time-homogeneous, 𝒴𝑡,𝑠(𝑥) = 𝒴𝑡−𝑠(𝑥) for any
0 ≤ 𝑠 ≤ 𝑡.

Let us introduce several families of linear operators on Cb(R𝑑,R) to Cb(R𝑑,R)
defined by

𝑋𝑠,𝑡𝑔(𝑥) = E[𝑔(𝒳𝑡,𝑠(𝑥))],
𝑃𝑠,𝑡𝑔(𝑥) = E[𝑔(ℬ𝑡,𝑠(𝑥))],
𝑄𝑠,𝑡𝑔(𝑥) = 𝑔(𝒴𝑡,𝑠(𝑥)),
𝑉𝑠,𝑡𝑔(𝑥) = E[(1 + 𝑏(𝑥)(B𝑡 − B𝑠))𝑔(ℬ𝑡,𝑠(𝑥))],
𝐸𝑠,𝑡𝑔(𝑥) = E[𝑔(ℬ𝑡,𝑠(𝑥) + (𝑡 − 𝑠)𝑏(𝑥))],
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for 𝑔 ∈ Cb(R𝑑,R) and any 0 ≤ 𝑠 ≤ 𝑡.
The time indices of 𝑋 have been inverted with respect to the ones of 𝒳 . The

same convention holds for the other operators. The reason is the following: as the
increments B𝑡 − B𝑠 and B𝑠 − B𝑟 are independent,

E[𝑔(𝒳𝑡,𝑠(𝒳𝑟,𝑠(𝑥))] = E[𝑋𝑠,𝑡𝑔(𝒳𝑟,𝑠(𝑥))] = 𝑋𝑟,𝑠𝑋𝑠,𝑡𝑔(𝑥).

Acting the same for the other operators,

𝑋𝑟,𝑠𝑋𝑠,𝑡 = 𝑋𝑟,𝑡, 𝑄𝑟,𝑠𝑄𝑠,𝑡 = 𝑄𝑟,𝑡 and 𝑃𝑟,𝑠𝑃𝑠,𝑡 = 𝑃𝑟,𝑡. (9)

Besides, 𝒳𝑠,𝑠(𝑥) = 𝑥 so that 𝑋𝑠,𝑠 = Id. The same holds for the pairs (𝒴 , 𝑄)
and (ℬ, 𝑃 ). This means that (𝑋𝑟,𝑡)0≤𝑟≤𝑡, (𝑄𝑟,𝑡)0≤𝑟≤𝑡 and (𝑃𝑟,𝑡)0≤𝑟≤𝑡 are non-
homogeneous semi-groups.

3 Some estimates
The next lemma is central for our analysis. Its proof is immediate so that we skip
it.

Lemma 1. For bounded, linear operators 𝐴𝑖 and 𝐵𝑖, 𝑖 = 1, . . . , 𝑛,

𝑛∏︁
𝑖=1

(𝐴𝑖 + 𝐵𝑖) −
𝑛∏︁

𝑖=1
𝐴𝑖 =

𝑛∑︁
𝑗=1

⎛⎝𝑗−1∏︁
𝑖=1

𝐴𝑖

⎞⎠𝐵𝑗

⎛⎝ 𝑛∏︁
𝑖=𝑗+1

𝐴𝑖

⎞⎠ .

3.1 Differentiability of the flows
We recall here a classical result about the differentability of the flow. A formal
proof is given for the sake of clarity.

To simplify the notations, we set

𝛽 = ‖∇𝑏‖∞.

Proposition 2. For any 0 ≤ 𝑠 ≤ 𝑡, the maps 𝑥 ↦→ 𝒴𝑡,𝑠(𝑥) and 𝑥 ↦→ 𝒳𝑡,𝑠(𝑥) are
differentiable. Besides,

‖∇𝒴𝑡,𝑠(𝑥)‖ ≤ exp((𝑡 − 𝑠)𝛽) and ‖∇𝒳𝑡,𝑠(𝑥)‖ ≤ exp((𝑡 − 𝑠)𝛽), ∀𝑡 ≥ 𝑠 ≥ 0. (10)

Proof. For 𝑖 = 1, . . . , 𝑑 and 𝒴𝑡,𝑠(𝑥) = (𝒴1
𝑡,𝑠(𝑥), . . . , 𝒴𝑑

𝑡,𝑠(𝑥)),

𝜕𝑥𝑖
𝒴𝑗

𝑡,𝑠(𝑥) = 𝛿𝑖,𝑗 +
∫︁ 𝑡

𝑠

𝑛∑︁
𝑘=1

𝜕𝑥𝑘
𝑏(𝒴𝑠,𝑟(𝑥))𝜕𝑖𝒴𝑘

𝑠,𝑟(𝑥) d𝑟.

After having considered formally this equation, it is then possible to show that
∇𝒴𝑡,𝑠(𝑥) is really the derivative of 𝒴𝑡,𝑠(𝑥).
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By identifying ∇𝒴𝑡,𝑠(𝑥) with a matrix (𝜕𝑥𝑖
𝑌 𝑗

𝑡,𝑠(𝑥))𝑖,𝑗=1,...,𝑑,

‖∇𝒴𝑡,𝑠(𝑥)‖ ≤ 1 +
∫︁ 𝑡

𝑠
𝛽‖∇𝒴𝑟,𝑠(𝑥)‖ d𝑟

so that (10) for ∇𝒴𝑡,𝑠(𝑥) follows from the Grönwall lemma. Similarly,

𝜕𝑥𝑖
𝒳 𝑗

𝑡,𝑠(𝑥) = 𝛿𝑖,𝑗 +
∫︁ 𝑡

𝑠

𝑛∑︁
𝑘=1

𝜕𝑥𝑘
𝑏(𝒳𝑟,𝑠(𝑥))𝜕𝑖𝒳 𝑘

𝑟,𝑠(𝑥) d𝑟

so that a control similar to the one on ∇𝒴𝑡 holds for ∇𝒳𝑡,𝑠.

The control over the derivative of the flow is then transfered as a control on
the semi-groups.

Corollary 1. For any 𝑡 ≥ 𝑠 ≥ 0 and 𝑔 ∈ C1
b(R𝑑,R),

‖∇𝑋𝑠,𝑡𝑔‖∞ ≤ exp(𝛽(𝑡 − 𝑠))‖∇𝑔‖∞.

Proof. For any 0 ≤ 𝑠 ≤ 𝑡, the chain rule implies that

∇𝑋𝑠,𝑡𝑔(𝑥) = ∇E[𝑔(𝒳𝑡,𝑠(𝑥))] = E[∇𝒳𝑡,𝑠(𝑥)∇𝑔(𝒳𝑡,𝑠(𝑥))].

The result stems from (10).

3.2 The heat semi-group
Being associated to the heat equation, we call (𝑃𝑠,𝑡)0≤𝑠≤𝑡 the heat semi-group (see
App. B.1).

Lemma 2. For any 0 ≤ 𝑠 ≤ 𝑡,

‖𝑃𝑠,𝑡𝑔‖∞ ≤ ‖𝑔‖∞, 𝑔 ∈ Cb(R𝑑,R)
and ‖∇𝑃𝑠,𝑡𝑔‖∞ ≤ ‖∇𝑔‖∞, 𝑔 ∈ C1

b(R𝑑,R).
(11)

In addition, for 𝑔 ∈ Cb(R𝑑,R) and 𝑖 = 1, . . . , 𝑑,

𝜕𝑥𝑖
𝑃𝑠,𝑡𝑔(𝑥) = 𝜕𝑥𝑖

E[𝑔(ℬ𝑡,𝑠(𝑥))] = E
[︃

B𝑖
𝑡 − B𝑖

𝑠

𝑡 − 𝑠
𝑔(ℬ𝑡,𝑠(𝑥))

]︃
. (12)

For 𝜇 ∈ R, 𝜎 > 0, let us denote by 𝒩 (𝜇, 𝜎) the Gaussian distribution of mean 𝜈
and variance 𝜎.
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Proof. Inequalities (11) are immediate. For (12), since 𝑥 + B𝑡 − B𝑠 ∼ 𝒩 (𝑥, 𝑡 − 𝑠),

𝑃𝑠,𝑡𝑔(𝑥) =
∫︁
R𝑑

1
(2𝜋(𝑡 − 𝑠))𝑑/2 exp

(︃
−|𝑦 − 𝑥|2

2(𝑡 − 𝑠)

)︃
𝑔(𝑥 + 𝑦) d𝑦.

Since
𝜕𝑥𝑖

exp
(︃

−|𝑦 − 𝑥|2

2(𝑡 − 𝑠)

)︃
= (𝑦𝑖 − 𝑥𝑖)

𝑡 − 𝑠
exp

(︃
−|𝑦 − 𝑥|2

2(𝑡 − 𝑠)

)︃
, (13)

we obtain the integration by part formula (12).

Remark 1. An immediate consequence of (12) is that

‖∇𝑃𝑠,𝑡𝑔‖∞ ≤ ‖𝑔‖∞√
𝑡 − 𝑠

, ∀0 < 𝑠 < 𝑡, ∀𝑔 ∈ Cb(R𝑑,R). (14)

3.3 The transport semi-group
The semi-group (𝑄𝑠,𝑡)0≤𝑠≤𝑡 is associated to a transport equation (see App. B.2).

Lemma 3. For any 0 ≤ 𝑠 ≤ 𝑡,

‖𝑄𝑠,𝑡𝑔‖∞ ≤ ‖𝑔‖∞ for 𝑔 ∈ Cb(R𝑑,R). (15)

In addition,

‖∇𝑄𝑠,𝑡𝑔‖∞ ≤ ‖∇𝑔‖∞ exp((𝑡 − 𝑠)𝛽), ∀𝑡 ≥ 0 for 𝑔 ∈ C1
b(R𝑑,R). (16)

Proof. Inequality (15) is immediate and (16) follows from Proposition 2.

For 𝑔 ∈ C1
b(R𝑑,R), the Newton formula implies that

𝑔(𝒴𝑡,𝑟(𝑥)) = 𝑔(𝑥) +
∫︁ 𝑡

𝑟
𝑏(𝒴𝑠,𝑟(𝑥))∇𝑔(𝒴𝑠,𝑟(𝑥)) d𝑠

= 𝑔(𝑥) + (𝑡 − 𝑟)𝑏(𝑥)∇𝑔(𝑥) + 𝑅(𝑟, 𝑡, 𝑔, 𝑥) (17)

with a remainder term

𝑅(𝑟, 𝑡, 𝑔, 𝑥) =
∫︁ 𝑡

𝑟
(𝑏(𝒴𝑠,𝑟(𝑥))∇𝑔(𝒴𝑠,𝑟(𝑥)) − 𝑏(𝑥)∇𝑔(𝑥)) d𝑠. (18)

11



4 The Euler scheme
We give a first convergence result which is related to the Euler scheme.

Let us set ℰ𝑡,𝑠(𝑥) = 𝑥 + B𝑡 − B𝑠 + 𝑏(𝑥)(𝑡 − 𝑠) = ℬ𝑡,𝑠(𝑥) + 𝑏(𝑥)(𝑡 − 𝑠). This is
one step of the Euler scheme, in the sense that for 𝑡𝑖 = 𝑖𝑇/𝑛, 𝑖 = 0, . . . , 𝑛,

𝜉𝑖(𝑥) = ℰ𝑡𝑖,𝑡𝑖−1 ∘ · · · ∘ ℰ𝑡1,0(𝑥)

and the 𝜉𝑖(𝑥)’s are easily recursively computed by

𝜉0(𝑥) = 𝑥 and 𝜉𝑖+1(𝑥) = ℰ𝑡𝑖+1,𝑡𝑖
(𝜉𝑖(𝑥)) = 𝜉𝑖 + B𝑡𝑖+1 − B𝑡𝑖

+ 𝑏(𝜉𝑖(𝑥)) 1
𝑛

for 𝑖 = 0, . . . , 𝑛 − 1.
The Euler scheme provides a simple way to approximate the flow 𝒳𝑇,0(𝑥) as

ℰ𝑇,(𝑛−1)𝑇/𝑛 ∘ · · · ∘ ℰ𝑇/𝑛,0(𝑥) −−−→
𝑛→∞

𝒳𝑇,0(𝑥) almost surely. (19)

We give an insight of the proof in Appendix A.
In Proposition 3 below, an immediate consequence of the next lemma, we

provide a weak rate of convergence for the Euler scheme.

Lemma 4. For 𝑔 ∈ C1
b(R𝑑,R),

‖𝐸𝑠,𝑡𝑔 − 𝑋𝑠,𝑡𝑔‖∞ ≤ ‖∇𝑔‖∞𝐾(𝑡 − 𝑠)3/2.

Proof. Actually,

𝒳𝑡,𝑠(𝑥) − ℰ𝑠,𝑡(𝑥) =
∫︁ 𝑡

𝑠
(𝑏(𝒳𝑟,𝑠(𝑥)) − 𝑏(𝑥)) d𝑟

so that with 𝛽 = ‖∇𝑏‖∞,

|𝒳𝑡,𝑠(𝑥) − ℰ𝑡,𝑠(𝑥)| ≤ 𝛽
∫︁ 𝑡

𝑠

⃒⃒⃒⃒
B𝑟 − B𝑠 −

∫︁ 𝑟

𝑠
𝑏(𝒳𝑢,𝑠(𝑥)) d𝑢

⃒⃒⃒⃒
d𝑟.

Then for 𝑔 ∈ C1(R𝑑;R),

‖𝐸𝑠,𝑡𝑔 − 𝑋𝑠,𝑡𝑔‖∞ ≤ ‖∇𝑔‖∞𝛽
∫︁ 𝑡

𝑠
E[|B𝑟 − B𝑠|] d𝑟 + ‖∇𝑔‖∞

(𝑡 − 𝑠)2

2 𝛽‖𝑏‖∞.

But E[|B𝑟 − B𝑠|] ≤
√

𝑟 − 𝑠. Hence the result.

For 𝑔 ∈ C1
b(R𝑑,R), let us denote

‖𝑔‖⋆ = max{‖𝑔‖∞, ‖∇𝑔‖∞}.

For a bounded linear operator 𝐴 : C1
b(R𝑑,R) → C1

b(R𝑑,R), let us set

‖𝐴‖∞→∞ = sup
𝑔∈Cb,‖𝑔‖∞=1

‖𝐴𝑔‖∞ and ‖𝐴‖⋆ = sup
𝑔∈C1

b,‖𝑔‖⋆=1
‖𝐴𝑔‖⋆. (20)
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Proposition 3 (Weak rate of convergence of the Euler scheme). For any 𝑔 ∈
C1

b(R𝑑,R), ⃦⃦⃦⃦
⃦
(︃

𝑛−1∏︁
𝑖=0

𝐸𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛

)︃
𝑔 − 𝑋0,𝑇 𝑔

⃦⃦⃦⃦
⃦

∞
≤ ‖𝑔‖⋆

𝐶√
𝑛

, (21)

for a constant 𝐶 that depends only on ‖𝑏‖⋆ and 𝑇 .

Proof. Writing 𝐷𝑠,𝑡 = 𝐸𝑠,𝑡 − 𝑋𝑠,𝑡 and using Lemma 1,

𝐸0,1/𝑛 · · · 𝐸(𝑛−1)𝑇/𝑛,𝑇 𝑔 − 𝑋0,1/𝑛 · · · 𝑋(𝑛−1)𝑇/𝑛,𝑇 𝑔

=
𝑛−1∑︁
𝑗=0

⎛⎝ 𝑛−1∏︁
𝑖=𝑗+1

𝐸𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛

⎞⎠𝐷(𝑗−1)𝑇/𝑛,𝑗𝑇/𝑛

⎛⎝𝑗−1∏︁
𝑖=0

𝑋𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛

⎞⎠ 𝑔.

With Lemma 4, the product property (9) of (𝑋𝑠,𝑡) and Corollary 1,

‖𝐷(𝑗−1)𝑇/𝑛,𝑗𝑇/𝑛𝑋0,(𝑗−1)𝑇/𝑛𝑔‖∞ ≤ ‖∇𝑔‖∞𝐾
𝑇 3/2

𝑛3/2 .

In addition, since ‖𝐸𝑠,𝑡‖∞→∞ ≤ 1 and ‖𝐸𝑟,𝑠𝐸𝑠,𝑡‖∞→∞ ≤ ‖𝐸𝑟,𝑠‖∞→∞‖𝐸𝑠,𝑡‖∞→∞,
on get easily (21) from the above inequality.

Remark 2. The weak rate of convergence of the Euler scheme is generally estab-
lished for smoother coefficients (e.g. 𝑏 ∈ C4(R𝑑,R𝑑)) to achieve a rate 1 [45]. In
[35, 36], it is shown that for 𝛼-Hölder continuous coefficients with 𝛼 < 2, the order
of convergence is 𝛼/2. This approach excludes the integer values of 𝛼, and the
terminal condition is required to be (2+𝛼)-Hölder continuous. With our regularity
condition on the drift, we complete this result for 𝛼 = 1 when the diffusivity is
constant. This result can also be recovered with the results in [27].

Remark 3. For a closely related approach with semi-groups, the article [3] pro-
vides us with some conditions in a more general context to exhibit the rate of
convergence of Euler schemes.

5 Convergence of the splitting procedure
We prove that the products of the operators 𝑉𝑠,𝑡 over finer and finer partitions of
[0, 𝑇 ] converges to the operator 𝑋0,𝑇 . This result is crucial to study the convergence
of the products of 𝑄𝑠,𝑡𝑃𝑠,𝑡 in the next section.

Proposition 4. For any 𝑔 ∈ C1
b(R𝑑,R),⃦⃦⃦⃦

⃦
(︃

𝑛−1∏︁
𝑖=0

𝑉𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛

)︃
𝑔 − 𝑋0,𝑇 𝑔

⃦⃦⃦⃦
⃦

∞
≤ ‖𝑔‖⋆

𝐶√
𝑛

,

for a constant 𝐶 that depends only on ‖𝑏‖⋆ and 𝑇 .
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Proof. From the Newton formula,

𝑔(ℰ𝑡,𝑠(𝑥)) = 𝑔(ℬ𝑡,𝑠(𝑥)) + (𝑡 − 𝑠)
∫︁ 1

0
𝑏(𝑥)∇𝑔(ℬ𝑡,𝑠(𝑥) + 𝜏(𝑡 − 𝑠)𝑏(𝑥)) d𝜏,

so that

|𝐸𝑠,𝑡𝑔(𝑥) − 𝑉𝑠,𝑡𝑔(𝑥)| ≤ |E[𝑔(ℰ𝑡,𝑠(𝑥)] − E[𝑔(ℬ𝑡,𝑠(𝑥))] − E[(𝑡 − 𝑠)𝑏(𝑥)∇𝑔(ℬ𝑡,𝑠(𝑥))]|

≤ (𝑡 − 𝑠)
∫︁ 1

0
‖𝑏‖∞

⃒⃒⃒⃒
E[∇𝑔(ℬ𝑡,𝑠(𝑥) + 𝜏(𝑡 − 𝑠)𝑏(𝑥)) − ∇𝑔(ℬ𝑡,𝑠(𝑥))] d𝜏

⃒⃒⃒⃒
.

Again with an integration by parts on the density of the normal distribution, for
𝐺 ∼ 𝒩 (0, 1),

E[∇𝜑(𝜇 + 𝜎𝐺)] = 1√
2𝜋

∫︁
exp

(︃
−|𝑦|2

2

)︃
∇𝜑(𝜇 + 𝜎𝑦) d𝑦 = E

[︂
𝐺

𝜎
𝜑(𝜇 + 𝜎𝐺)

]︂
,

from which we obtain for 𝜏 ∈ [0, 1],

E[∇𝑔(ℬ𝑡,𝑠(𝑥) + 𝜏(𝑡 − 𝑠)𝑏(𝑥))] = E
[︃

B𝑡 − B𝑠

𝑡 − 𝑠
𝑔(ℬ𝑡,𝑥(𝑥) + 𝜏(𝑡 − 𝑠)𝑏(𝑥)

]︃
.

Thus,

|𝐸𝑠,𝑡𝑔(𝑥) − 𝑉𝑠,𝑡𝑔(𝑥)| ≤ ‖𝑏‖2
∞

2 E[|B𝑡 − B𝑠|]‖∇𝑔‖∞(𝑡 − 𝑠) ≤ 𝐶‖∇𝑔‖∞(𝑡 − 𝑠)3/2.

With Lemma 4,

|𝑋𝑠,𝑡𝑔(𝑥) − 𝑉𝑠,𝑡𝑔(𝑥)| ≤ 𝐶 ′(𝑡 − 𝑠)3/2‖∇𝑔‖∞.

The result follows from the same argument as in the proof of Proposition 3.

6 The splitting procedure
The composition 𝑄𝑠,𝑡𝑃𝑠,𝑡 corresponds to a splitting (or composition): first, we
follow the flow generated ℬ starting from 𝑥 and then the one generated by 𝒴·,𝑠
starting at ℬ𝑡,𝑠(𝑥). The convergence of the products of 𝑄 and 𝑃 over finer and
finer partitions is the spirit of the Trotter-Kato-Lie approach to construct the
semi-group 𝑋 (see [10, 15]).

The main point is that if 𝑔 is C1
b(R,R), then

𝑄𝑠,𝑡𝑔(𝑥) = 𝑔(𝒴𝑡,𝑠(𝑥)) = 𝑔(𝑥) +
∫︁ 𝑡

𝑠
𝑏∇𝑔(𝒴𝑟,𝑠(𝑥)) d𝑟 = 𝑔(𝑥) + (𝑡 − 𝑠)𝑏∇𝑔(𝑥) + · · · .

We use this Taylor development to obtain some control over the product 𝑄𝑠,𝑡𝑃𝑠,𝑡,
together with an integration by parts on the Brownian density.
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Proposition 5. For any 𝑔 ∈ C1
b(R𝑑,R),⃦⃦⃦⃦

⃦
(︃

𝑛−1∏︁
𝑖=0

𝑄𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛𝑃𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛

)︃
𝑔 − 𝑋𝑇,0𝑔

⃦⃦⃦⃦
⃦

∞
≤ ‖𝑔‖⋆

𝐶√
𝑛

,

for a constant 𝐶 that depends only on ‖𝑏‖⋆ and 𝑇 .

Proof. With (11) and (16),

‖∇(𝑄𝑡𝑃𝑡)𝑔‖∞ ≤ exp(𝑡‖∇𝑏‖∞)‖∇𝑃𝑡𝑔‖∞ ≤ exp(𝑡𝛽)‖𝑔‖∞.

From (17),

𝑄𝑠,𝑡𝑃𝑠,𝑡𝑔(𝑥) = 𝑃𝑠,𝑡𝑔(𝑥) + (𝑡 − 𝑠)𝑏(𝑥)∇𝑃𝑠,𝑡𝑔(𝑥) + 𝑅(𝑠, 𝑡, 𝑃𝑠,𝑡𝑔, 𝑥)

where the remainder term 𝑅(𝑠, 𝑡, ·, 𝑥) is defined by (18). With (12),

𝑄𝑠,𝑡𝑃𝑠,𝑡𝑔(𝑥) = 𝑉𝑡,𝑠𝑔(𝑥) + 𝑅(𝑠, 𝑡, 𝑃𝑠,𝑡𝑔, 𝑥).

Since 𝑏 ∈ C1
b(R𝑑,R),

|𝒴𝑡,𝑠(𝑥) − 𝑥| =
⃒⃒⃒⃒∫︁ 𝑡

𝑠
𝑏(𝒴𝑟,𝑠(𝑥)) d𝑟

⃒⃒⃒⃒
≤ ‖𝑏‖∞(𝑡 − 𝑠). (22)

Again from (12),

𝑅(𝑠, 𝑡, 𝑃𝑠,𝑡𝑔, 𝑥)

=
∫︁ 𝑡

𝑠
E
[︃

B𝑡 − B𝑠

𝑡 − 𝑠
·
(︂

𝑏(𝒴𝑟,𝑠(𝑥))𝑔(𝒴𝑟,𝑠(𝑥) + B𝑡 − B𝑠) − 𝑏(𝑥)𝑔(ℬ𝑡,𝑠(𝑥)))
)︂

d𝑟

]︃

so that with (22),

‖𝑅(𝑠, 𝑡, 𝑃𝑠,𝑡𝑔, ·)‖∞ ≤ E
[︃

|B𝑡 − B𝑠|
𝑡 − 𝑠

]︃ ∫︁ 𝑡

𝑠
(‖∇𝑏‖∞‖𝑔‖∞ + ‖𝑏‖∞‖∇𝑔‖∞)𝑟 d𝑟

≤ 2‖𝑏‖⋆‖𝑔‖⋆(𝑡 − 𝑠)3/2.

This proves that⃦⃦⃦⃦
⃦
(︃

𝑛−1∏︁
𝑖=0

𝑄𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛𝑃𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛

)︃
𝑔 −

(︃
𝑛−1∏︁
𝑖=0

𝑉𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛

)︃
𝑔

⃦⃦⃦⃦
⃦

∞
≤ ‖𝑔‖⋆

𝐶√
𝑛

,

and the result follows from Proposition 4.
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7 The weights and their limits: the Girsanov theorem
The expression of the weight will be obtained by two ways: The first one involves
the expression of the Euler scheme. For this, we need however a change of measure
which is easily deduced from the explicit expression of the Gaussian density. The
second one involves the expressions of 𝑉 in the splitting procedure. With the
discrete time approximation, both expressions leads to different expressions for the
weights, whose limit is however the same. The expression obtained by the Euler
scheme is a discretization of the stochastic integral in the exponential weight given
by (4). The ones obtained using the splitting is a discretization of the SDE (5)
the exponential weights solve.

We have now all the elements to prove the Girsanov theorem with our approach.

Theorem 3 (Girsanov, simplied form). There exists a stochastic process (Z𝑡(𝑥))𝑡∈[0,𝑇 ]
given by

Z𝑡(𝑥) = exp
(︂∫︁ 𝑡

0
𝑏(𝑥 + B𝑠) dB𝑠 − 1

2

∫︁ 𝑡

0
|𝑏(𝑥 + B𝑠)|2 d𝑠

)︂
(23)

or Z𝑡(𝑥) = 1 +
∫︁ 𝑡

0
Z𝑠(𝑥)𝑏(𝑥 + B𝑠) dB𝑠 (24)

such that
E[𝑔(𝒳𝑇,0(𝑥))] = E[Z𝑇 (𝑥)𝑔(ℬ𝑇,0(𝑥))]

for any bounded, measurable function 𝑔.

The weight (Z𝑡(𝑥))𝑡≥0 will be identified as a limit, and stochastic analysis is
needed for this. For this, we will rewrite the probabilistic representation of the
operators given by both the Euler scheme and the splitting scheme as involving
some exponential term, and then combine them. The expression (23) is related
to the representation provided by the Euler scheme while (24) stems from the
splitting scheme.

The proof of this theorem is then obtained by combining Propositions 7 and 8
below with Remark 5.
7.1 Exponential representation of the one-step Euler scheme
The following exponential representation is a direct consequence of the expression
of the density of the Gaussian distribution.

Lemma 5. For any 𝑥 ∈ R𝑑 and 0 ≤ 𝑠 ≤ 𝑡,

E[𝑔(ℰ𝑡,𝑠(𝑥))] = 𝐸𝑡,𝑠𝑔(𝑥) = E [E𝑠,𝑡(𝑥)𝑔(ℬ𝑡,𝑠(𝑥))]

with
E𝑠,𝑡(𝑥) = exp

(︃
𝑏(𝑥) · (B𝑡 − B𝑠) − (𝑡 − 𝑠)

2 |𝑏(𝑥)|2
)︃

.
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Proof. When 𝐺 ∼ 𝒩 (0, 𝜎2Id𝑑×𝑑) and 𝐻 ∼ 𝒩 (𝜇, 𝜎2Id𝑑×𝑑), then for any measurable,
bounded function 𝜑 : R𝑑 → R,

E[𝜑(𝜇 + 𝐺)] = E[Φ(𝐻)] =
∫︁

𝜑(𝑥)
exp

(︁
−|𝑥−𝜇|2

2𝜎2

)︁
(2𝜋𝜎2)𝑑/2 d𝑥

=
∫︁

Φ(𝑥) exp
(︃

𝑥 · 𝜇

𝜎2 − |𝜇|2

2𝜎2

)︃ exp
(︁

−|𝑥|2
2𝜎2

)︁
(2𝜋𝜎2)𝑑/2 d𝑥 = E [Ψ(𝐺, 𝜇)𝜑(𝐺)]

with Ψ(𝐺, 𝜇) = exp
(︃

𝐺 · 𝜇

𝜎2 − |𝜇|2

2𝜎2

)︃
.

With

Φ(𝑦) = 𝑔(𝑥 + 𝑦), 𝐺 = B𝑡 − B𝑠 ∼ 𝒩 (0, (𝑡 − 𝑠)Id𝑑×𝑑)
and 𝐻 = 𝑡𝑏(𝑥) + B𝑡 − B𝑠 ∼ 𝒩 ((𝑡 − 𝑠)𝑏(𝑥), (𝑡 − 𝑠)Id𝑑×𝑑),

this yields the result.

7.2 The weights
Let us set for 𝑥 ∈ R𝑑 and 0 ≤ 𝑟 ≤ 𝑡,

V𝑟,𝑡(𝑥) = 1 + 𝑏(𝑥)(B𝑡 − B𝑟) so that 𝑉𝑟,𝑡𝑔(𝑥) = E[V𝑟,𝑡(𝑥)𝑔(ℬ𝑡,𝑟(𝑥))].

Proposition 6. For any 𝑥 ∈ R𝑑, 𝑇 > 0 and 𝑛 ∈ N,
𝑛−1∏︁
𝑖=0

𝐸𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛𝑔(𝑥) = E
[︁
Z𝐸

𝑛,𝑛(𝑥)𝑔(ℬ𝑡,0(𝑥))
]︁

(25)

and
𝑛−1∏︁
𝑖=0

𝑉𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛𝑔(𝑥) = E
[︁
Z𝑉

𝑛,𝑛(𝑥)𝑔(ℬ𝑡,0(𝑥))
]︁

with Z𝐸
𝑘,𝑛(𝑥) =

𝑘−1∏︁
𝑖=0

E𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛(ℬ𝑖𝑇/𝑛,0(𝑥))

and Z𝑉
𝑘,𝑛(𝑥) =

𝑘−1∏︁
𝑖=0

V𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛(ℬ𝑖𝑇/𝑛,0(𝑥)).

Proof. Let us work on 𝐸𝑡,𝑠, the proof being similar for 𝑉𝑡,𝑠.
Set 𝐹 (𝑥) = E[𝑔(ℰ𝑡,𝑠(𝑥))] so that

𝐸𝑟,𝑠𝐸𝑠,𝑡𝑔(𝑥) = E[𝐸𝑠,𝑡𝑔(ℰ𝑠,𝑟(𝑥))] = E[𝐹 (ℰ𝑠,𝑟(𝑥))] = E[E𝑟,𝑠(𝑥)𝐹 (ℬ𝑠,𝑟(𝑥))]
= E[E𝑟,𝑠(𝑥)E𝑠,𝑡(ℬ𝑠,𝑟(𝑥))𝑔(ℬ𝑡,𝑠(ℬ𝑠,𝑟(𝑥)))] = E[E𝑟,𝑠(𝑥)E𝑠,𝑡(ℬ𝑠,𝑟(𝑥))𝑔(ℬ𝑡,𝑟(𝑥))].

By iterating this computation, this leads to (25).
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7.3 Uniform integrability of the weights
For 𝑛 ≥ 1 and 𝑇 > 0 fixed, let us denote by Δ𝑛

𝑖 B = Δ𝑛
𝑖𝑇/𝑛,(𝑖+1)𝑇/𝑛B, the increments

of the Brownian motion. For 𝑖 = 1, . . . , 𝑛, set ℱ𝑛
𝑖 = 𝜎(Δ𝑛

0 B, . . . , Δ𝑛
𝑖−1B), so that

(ℱ𝑛
𝑖 )𝑖≥0 is the filtration generated by the increments of the Brownian motion.
We fix a starting point 𝑥 ∈ R𝑑.

Lemma 6. For each 𝑛, both (Z𝐸
𝑘,𝑛(𝑥))𝑘≥0 and (Z𝑉

𝑘,𝑛(𝑥))𝑛≥0 are discrete martingales
with respect to (ℱ𝑛

𝑖 )𝑖=1,...,𝑛. Besides E[Z𝐸
𝑘,𝑛(𝑥)] = E[Z𝑉

𝑘,𝑛(𝑥)] = 1.

Proof. The proof is immediate using the independence of the increments of the
Brownian motion.

Remark 4. Although Z𝐸
𝑛,𝑛(𝑥) and Z𝑉

𝑛,𝑛(𝑥) are close, they are certainly not equal
as Z𝐸

𝑛,𝑛(𝑥) remains positive while Z𝑉
𝑛,𝑛(𝑥) is negative with a positive probability.

To be able to pass to the limit, we prove that the family weights are uniformly
integrable martingales.

Lemma 7. Both (Z𝐸
𝑘,𝑛(𝑥))𝑛≥1 and (Z𝑉

𝑘,𝑛(𝑥))𝑛≥1 are uniformly integrable.

Remark 5. Provided that Z𝐸
𝑛,𝑛(𝑥) and Z𝑉

𝑛,𝑛(𝑥) converge in distribution to some
random variable Z𝑇 , the uniform integrability of these random variables is sufficient
to assert that

lim
𝑛→∞

E[Z𝐸
𝑛,𝑛(𝑥)𝑔(ℬ𝑇,0(𝑥))] = lim

𝑛→∞
E[Z𝑉

𝑛,𝑛(𝑥)𝑔(ℬ𝑇,0(𝑥))] = E[Z𝑇 (𝑥)𝑔(ℬ𝑇,0(𝑥))].

Proof. Using the independence of the increment and the property of the Laplace
transform of the Gaussian distribution,

E
[︃(︂

exp
(︂

𝑏(𝑥 + B𝑖𝑇/𝑛)Δ𝑛
𝑖 B − 𝑇

2𝑛
|𝑏(𝑥 + B𝑖𝑇/𝑛)|2

)︂)︂2 ⃒⃒⃒⃒
⃒ℱ𝑛

𝑖

]︃
≤ exp

(︂
‖𝑏‖∞

𝑇

𝑛

)︂
,

so that, by computing iteratively the conditional expectations,

sup
𝑘=1,...,𝑛

𝑛≥1

E[(Z𝐸
𝑘,𝑛(𝑥))2] ≤ exp(‖𝑏‖∞𝑇 ).

Similarly,

E
[︂(︁

1 + 𝑏(𝑥 + B𝑖𝑇/𝑛)Δ𝑛
𝑖 B
)︁2
⃒⃒⃒⃒
ℱ𝑛

𝑖

]︂
≤ 1 + 𝑇

𝑛
‖𝑏‖∞ ≤ exp

(︂
‖𝑏‖∞

𝑇

𝑛

)︂
,

so that
sup

𝑘=1,...,𝑛
𝑛≥1

E[(Z𝑉
𝑘,𝑛(𝑥))2] ≤ exp(‖𝑏‖∞𝑇 ).

This is sufficient to prove and uniform integrability.
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7.4 Identification of the limit of the weights: stochastic calculus at last
At this stage, we need some stochastic calculus in order to identify the limit of
Z𝐸

𝑘,𝑛(𝑥) and Z𝑉
𝑘,𝑛(𝑥).

Let us rewrite Z𝐸
𝑘,𝑛(𝑥) as the iterative family by setting Z𝐸

0,𝑛(𝑥) = 1 and

𝑍𝐸
𝑘+1,𝑛(𝑥) = Z𝐸

𝑘,𝑛(𝑥) exp
(︂

𝑏(𝑥 + B𝑡𝑛
𝑘
)Δ𝑛

𝑘B − 𝑇

2𝑛
|𝑏(𝑥 + B𝑡𝑛

𝑘
)|2
)︂

= exp
(︃

𝑘∑︁
𝑖=0

𝑏(𝑥 + B𝑡𝑛
𝑖
)Δ𝑛

𝑖 B − 𝑇

2𝑛

𝑘∑︁
𝑖=0

|𝑏(𝑥 + B𝑡𝑛
𝑖
)|2
)︃

for 𝑘 = 0, . . . , 𝑛 − 1.
The next result is an immediate consequence of the definition of a stochastic

integral. We recover the traditional expression for the Girsanov weight.

Proposition 7. When 𝑛 → ∞ and 𝑘𝑛 → ∞ with 𝑘𝑛/𝑛 −−−→
𝑛→∞

𝑡 for some 𝑡 ∈ [0, 𝑇 ],
Z𝐸

𝑘𝑛,𝑛(𝑥) converges in probability to (Z𝑡(𝑥))𝑡∈[0,𝑇 ] given by (23).

An application of the Itô formula yields the well known fact that Z𝑡 given
by (23) is solution to the Stochastic Differential Equation (24).

On the other hand, writing Z𝑉
𝑘,𝑛(𝑥) as an iterative family yields that

𝑍𝑉
𝑘+1,𝑛(𝑥) = Z𝑉

𝑘,𝑛(1 + 𝑏(𝑥 + B𝑡𝑛
𝑘
)Δ𝑛

𝑘B) for 𝑘 = 0, . . . , 𝑛 − 1.

with Z𝑉
0,𝑛 = 1. This could immediately be rewritten as the discrete analogue of (24)

by

𝑍𝑉
𝑘+1,𝑛(𝑥) = 1 +

𝑘∑︁
𝑖=0

Z𝑉
𝑖,𝑛(𝑥)𝑏(𝑥 + B𝑡𝑛

𝑖
)Δ𝑛

𝑖 B for 𝑘 = 0, . . . , 𝑛 − 1.

The convergence of Z𝑉
𝑘,𝑛(𝑥) is less immediate than the one of Z𝐸

𝑘,𝑛(𝑥). Hopefully,
it can be dealt with the results of D. Duffie and P. Protter [14] (see also [28,
Example 8.7, p. 33]).

Proposition 8. When 𝑛 → ∞ and 𝑘𝑛 → ∞ with 𝑘𝑛/𝑛 −−−→
𝑛→∞

𝑡 for some 𝑡 ∈ [0, 𝑇 ],
Z𝑉

𝑘𝑛,𝑛(𝑥) converges in distribution to Z𝑡(𝑥) given by (24) or equivalently (23).

8 The infinitesimal generator of the semi-group (𝑋𝑡)𝑡≥0

We compute now the infinitesimal generator of (𝑋𝑡)𝑡≥0, still using only functional
analysis. For the details, we refer for example to the book [10, 15].

The semi-groups (𝑋𝑠,𝑡)0≤𝑠≤𝑡, (𝑃𝑠,𝑡)0≤𝑠≤𝑡 and (𝑄𝑠,𝑡)0≤𝑠≤𝑡 are indeed homogeneous
in time, as actually 𝑋𝑠,𝑡 = 𝑋0,𝑡−𝑠, 𝑃𝑠,𝑡 = 𝑃0,𝑡−𝑠 and 𝑄𝑠,𝑡 = 𝑄0,𝑡−𝑠. We now set
𝑋𝑡 = 𝑋0,𝑡−𝑠, 𝑃𝑡 = 𝑃0,𝑡−𝑠 and 𝑄𝑡 = 𝑄0,𝑡−𝑠.
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Definition 1 (Strongly continuous semi-group). Let B be a Banach space with a
norm ‖·‖. A semi-group (𝐹𝑡)𝑡≥0 on B is said to be strongly continuous if for any
𝑓 ∈ B, 𝑇𝑓𝑓 is continuous.

Definition 2 (Infinitesimal generator). The infinitesimal generator of a semi-
group (𝐹𝑡)𝑡≥0 on B is a linear operator F : Dom(F) ⊂ B → B such that

Dom(F) =
{︃

𝑓 ∈ B
⃒⃒⃒⃒
⃒ lim

ℎ→0

𝐹ℎ𝑓 − 𝑓

ℎ
exists

}︃

and F𝑓 = limℎ→0(𝐹ℎ𝑓 − 𝑓)/ℎ.

When (F, Dom(F)) is closed for the graph norm ‖·‖ + ‖F·‖ and densely defined
in B, then it determines the semi-group uniquely [15, Proposition 1.4, p. 51].

We consider that the underlying Banach space is B = Cz(R𝑑,R), the space of
continuous, bounded functions that vanish at infinity, and ‖·‖ = ‖·‖∞. We denote
by C𝑘

c(R𝑑,R) ⊂ Cz(R𝑑,R) the space of functions of class C𝑘(R𝑑,R) with compact
support.

On B, we consider the heat operator L = 1
2△, whose domain is the closure of

C2
c(R𝑑,R) for the graph norm. This is the infinitesimal generator of (𝑃𝑡)𝑡≥0 (see

App. B.1).
We also consider B = 𝑏∇ whose domain is the closure of C1

c(R𝑑,R) for the
graph norm. The operator (B, Dom(B)) is the infinitesimal generator of (𝑄𝑡)𝑡≥0
(See App. B.2).

The next result is an “almost” direct consequence of the Trotter-Kato-Lie for-
mula.

Proposition 9. The infinitesimal generator of the semi-group (𝑋𝑡)𝑡≥0 is A =
L + B with Dom(A) = Dom(L).

Proof. To construct the semi-group (𝑋𝑡)𝑡≥0, we apply Corollary 5.8 in [15, p. 227],
which follows from the Chernoff product formula [15, Theorem 5.2, p. 220].

We show first that Dom(L) ⊂ Dom(B).
For any 𝜆 > 0, (𝜆−L) is invertible on B and Dom(L) = (𝜆−L)−1(B). Moreover,

(𝜆 − L)−1𝑓(𝑥) =
∫︁ +∞

0
𝑒−𝜆𝑡𝑃𝑡𝑓(𝑥) d𝑡. (26)

Using the control (14), for any 𝑓 ∈ B,

‖∇(𝜆 − L)−1𝑓(𝑥)‖∞ ≤ 𝐶(𝜆)‖𝑓‖∞ (27)

with 𝐶(𝜆) =
∫︀+∞

0 𝑡−1/2𝑒−𝜆𝑡 d𝑡. Thus,

‖B(𝜆 − L)−1𝑓‖∞ ≤ ‖𝑏‖∞𝐶(𝜆)‖𝑓‖∞.
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It follows that B is well defined for any Dom(L) since for any 𝑔 ∈ Dom(L), there
exists 𝑓 ∈ B such that 𝑔 = (𝜆 − L)−1𝑓 .

Both (𝑄𝑡)𝑡≥0 and (𝑃𝑡)𝑡≥0 are contraction semi-groups7, since ‖𝑃𝑡𝑔‖∞ ≤ ‖𝑔‖∞
and ‖𝑄𝑡𝑔‖∞ ≤ ‖𝑔‖∞ for any 𝑔 ∈ B = Cz(R𝑑,R). Thus, for any 𝑡 ≥ 0, 𝑃𝑡𝑄𝑡 is a
bounded operator on B with norm 1.

It remains to show that (𝜆 − L − B)(Dom(L)) is dense in B = Cz(R𝑑,R) for
some 𝜆 > 0. We actually show that (𝜆 − L − B) is one-to-one between Dom(L)
to B.

For this, we consider finding the pairs (𝑓, 𝑔) ∈ Dom(L) × B such that

(𝜆 − L − B)𝑓 = 𝑔. (28)

We rewrite (28) as
𝑓 − (𝜆 − L)−1B𝑓 = (𝜆 − L)−1𝑔,

so that 𝑓 is sought as

𝑓 = K𝑔 = lim
𝑛→∞

K𝑛𝑔 with K𝑛𝑔 =
𝑛∑︁

𝑘=0

(︁
(𝜆 − L)−1B

)︁𝑘
(𝜆 − L)−1𝑔. (29)

For any 𝑘 ≥ 1,(︁
(𝜆 − L)−1B

)︁𝑘
(𝜆 − L)−1 = (𝜆 − L)−1

(︁
B(𝜆 − L)−1

)︁𝑘
.

Inequality (8) proves that B(𝜆 − L)−1 is a bounded operator on B with constant
‖𝑏‖∞𝐶(𝜆).

When 𝜆 → ∞, 𝐶(𝜆) decreases to 0. We choose 𝜆 large enough so that
‖𝑏‖∞𝐶(𝜆) < 1. An immediate consequence of (26) is that (𝜆 − L)−1 is bounded
by 1/𝜆. Thus, for any 𝑘 ≥ 1,⃦⃦⃦⃦(︁

(𝜆 − L)−1B
)︁𝑘

(𝜆 − L)−1𝑔
⃦⃦⃦⃦

∞
≤ 1

𝜆
(‖𝑏‖∞𝐶(𝜆))𝑘‖𝑔‖∞.

This means that the series K𝑔 defined in (29) converges in B. Moreover, it is easily
checked that

(𝜆 − L − B)K𝑛(𝜆 − L)−1𝑔 = −(B(𝜆 − L)−1)𝑛+1𝑔 + 𝑔.

With (27), under the condition that 𝐶(𝜆)‖𝑏‖∞ < 1, 𝑓 = K𝑔 solves (𝜆−L−B)𝑓 = 𝑔
in B.

7These semi-groups satisfies the far more finer properties of being Feller, as for (𝑋𝑡)𝑡≥0, but
we do not use it here.
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Since

BK𝑛𝑔 =
𝑛∑︁

𝑘=0
B[(𝜆 − L)−1B]𝑘(𝜆 − L)−1𝑔 =

𝑛+1∑︁
𝑘=1

[B(𝜆 − L)−1]𝑘𝑔,

it follows from (8) that when 𝐶(𝜆)‖𝑏‖∞ < 1, (BK𝑛𝑔)𝑛≥1 forms a Cauchy sequence.
Since (B, Dom(B)) is a closed operator, its limit is necessarily BK𝑔. Thus,

(𝜆 − L)K𝑛𝑔 = 𝑔 − (B(𝜆 − L)−1)𝑛+1𝑔 + BK𝑛𝑔.

Clearly, K𝑛𝑔 ∈ Dom(L). Since (L, Dom(L)) is also a closed operator, we obtain
that passing to the limit, K𝑔 ∈ Dom(L) and

(𝜆 − L)K𝑔 = 𝑔 + BK𝑔

so that 𝜆−L−B is invertible from Dom(L) to B with inverse K which is bounded
on B. This implies that (L + B) is itself a closed operator, with domain Dom(L).
The latter domain is dense in B.

The Chernoff product formula [15, Theorem 5.2, p. 220] may be applied and
proves that the infinitesimal generator of (𝑋𝑡)𝑡≥0 is (L + B, Dom(L + B)).

9 A case where Itô formula could be avoided (or Feynman,
Kac, Girsanov and Doob meet together)

Still to stuck to our rule to avoid stochastic calculus for the sake of play, we show
that for special form of the drift, an already known probabilistic representation can
be obtained by combining the previous results. The representation is the starting
point of the so-called exact simulation method from A. Beskos and G.O. Roberts [5]
for simulating a Brownian motion with drift by performing an acceptance/rejection
scheme on paths from the Brownian bridge.
9.1 The Feynman-Kac formula
The Feynman-Kac formula provides a probabilistic representation to the solution
to ⎧⎨⎩𝜕𝑡𝑢(𝑡, 𝑥) = 1

2△𝑢(𝑡, 𝑥) + 𝑈(𝑥)𝑢(𝑡, 𝑥),
𝑢(0, 𝑥) = 𝑓(𝑥)

(30)

Theorem 4 (M. Kac [25]). Let 𝑈 be bounded 8. Then the solution of (30) is
solution to

𝑢(𝑡, 𝑥) = E
[︂
exp

(︂∫︁ 𝑡

0
𝑈(𝑥 + B𝑠) d𝑠

)︂
𝑓(𝑥 + B𝑡)

]︂
. (31)

8This condition is stronger than the one given in the original article of M. Kac on that subject.
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Proved first by M. Kac, it is also related to the Feynman path integral for
solving the Schrödinger equation (See e.g. [37, 41]). This formula has many
applications, in mathematical physics of course, but also in analysis. For example,
it provides an effective way to compute Laplace transforms of functionals of the
Brownian motion – the original goal of M. Kac [25] (for applications, see e.g. [23]) –
or to perform some change of measures [40].

The Feynman-Kac formula could also be proved naturally through the Trotter-
Kato-Lie formula (see e.g. [19, 44]).

With L = 1
2△ and U be defined on the space of bounded functions by U𝑓(𝑥) =

𝑈(𝑥)𝑓(𝑥), the semi-group (𝑈𝑡)𝑡≥0 of U is simply given by

𝑈𝑡𝑓(𝑥) = exp(𝑈(𝑥)𝑡)𝑓(𝑥), 𝑡 ≥ 0,

a fact which is easily verified. Thus, by a computation similar to the one of
Proposition 6, for any 𝑡 ≥ 0,

(𝑈𝑡/𝑛𝑃𝑡/𝑛)𝑛 = E
[︃
exp

(︃
𝑛−1∑︁
𝑖=0

𝑈(𝑥 + B𝑖𝑡/𝑛) 𝑡

𝑛

)︃
𝑓(B𝑡)

]︃
−−−→
𝑛→∞

𝑢(𝑡, 𝑥) given by (31).

On the other hand, the Trotter-Kato-Lie formula implies that

𝜕𝑡𝑣(𝑡, 𝑥) = (L + U)𝑣(𝑡, 𝑥) with 𝑣(0, 𝑥) = 𝑓(𝑥) when 𝑣(𝑡, 𝑥) = lim
𝑛→∞

(𝑈𝑡/𝑛𝑃𝑡/𝑛)𝑛𝑓(𝑥).

9.2 The infinitesimal generator of a semi-group under a ℎ-transform
Given a semi-group (𝑃𝑡)𝑡>0 and a positive function 𝜑, one could naturally set

𝑃 𝜑
𝑡 𝑓 = 1

𝜑
𝑃𝑡(𝜑𝑓), 𝑡 ≥ 0.

The rationale is that for any measurable, bounded function 𝑓 ,

𝑃 𝜑
𝑡 𝑃 𝜑

𝑠 𝑓 = 1
𝜑

𝑃𝑡

(︃
𝜑

𝜑
𝑃𝑠(𝜑𝑓)

)︃
= 1

𝜑
𝑃𝑡+𝑠(𝜑𝑓) = 𝑃 𝜑

𝑡+𝑠𝑓 for any 𝑠, 𝑡 ≥ 0

so that (𝑃 𝜑
𝑡 )𝑡≥0 is still a semi-group.

Proposition 10. Let 𝜑 be a positive function of class C2
b(R𝑑,R𝑑). Consider the

semi-group (𝑃𝑡)𝑡≥0 generated by P = L + V. Then the infinitesimal generator P𝜑

of (𝑃 𝜑
𝑡 )𝑡≥0 is given by

P𝜑𝑓 = P𝑓 + 1
𝜑

∇𝜑 · ∇𝑓 + 1
2𝜑

(△𝜑)𝑓.
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Since 𝜑 is positive, let us write Φ = ln(𝜑) so that for 𝑓 ∈ C2
b(R𝑑,R𝑑),

P𝜑𝑓 = L𝑓 + V𝑓 + ∇Φ · ∇𝑓 + 1
2(△Φ)𝑓 + 1

2(∇Φ · ∇Φ)𝑓.

Remark 6. If 𝜑 is a harmonic function, then P𝜑 is the infinitesimal generator of
a diffusion process with drift ∇𝜑/𝜑. This is the spirit of the ℎ-transform or Doob’s
transform introduced by J.L. Doob [13] for solving problem in potential analysis.
This implies a large class of processes with conditioning (for example, to construct
a Brownian bridge where the value at a given time is fixed) could be obtained
through a process with a drift (Actually, the same computations hold when 𝜑 is
also time dependent).

9.3 An alternative formulation for the Girsanov weights for some spe-
cial form of the drift

Given a bounded function 𝜑, it is tempting but hopeless to look for a function 𝜑
such that ∇𝜑 = 𝜑𝑏 and △𝜑 = 0. We are however free to choose the potential 𝑈 .

Let (𝑆𝑡)𝑡≥0 be the semi-group generated by P = L+U with 𝑈 = −1
2∇Φ ·∇Φ+

1
2△Φ with Φ = log 𝜑. Hence,

𝑆𝜑
𝑡 𝑓(𝑥)

= 1
𝑒Φ(𝑥)E𝑥

[︂
exp

(︂
−1

2

∫︁ 𝑡

0
∇Φ(B𝑠) · ∇Φ(B𝑠) d𝑠 +

∫︁ 𝑡

0

1
2△Φ(B𝑠) d𝑠 + Φ(B𝑡)

)︂
𝑓(B𝑡)

]︂
.

(32)

According to the above rules, the infinitesimal generator S𝜑 of 𝑆𝜑
𝑡 is

S𝜑𝑓 = L𝑓 + ∇Φ · ∇𝑓.

Proposition 11. Assume that 𝑏 ∈ C1(R𝑑,R𝑑) is a potential vector field and that
is there exists Φ ∈ C2(R𝑑,R) such that 𝑏 = ∇Φ. Then for a bounded, measurable
function 𝑓 , E[𝑓(𝑋𝑡)] = 𝑆𝜑

𝑡 𝑓(𝑥) where 𝑆𝜑
𝑡 is given by (32).

Actually, (32) is not surprising. With the Itô’s formula,

Φ(B𝑡) − Φ(B0) =
∫︁ 𝑡

0
∇Φ(B𝑠) dB𝑠 − 1

2

∫︁ 𝑡

0
△Φ(B𝑠) d𝑠,

from which the classical representation of the exponential weight of the Girsanov
theorem is easily obtained.
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10 Complement: On the regularity of the drift and the
difference between classical and stochastic analysis

With our approach, the drift was assumed to be Lipschitz continuous. The main
reason for this condition is that from the very construction, the flow associated to
the ODE Ẋ = 𝑏(X) needs to be defined to construct the semi-group (𝑄𝑡)𝑡>0.

If 𝑏 is not Lipschitz continuous, the equation Ẋ = 𝑏(X) may have several solu-
tions. A classical example is 𝑏(𝑥) =

√
𝑥.

The regularity of 𝑏 could be weakened to define a flow or to consider a particular
solution to Ẋ = 𝑏(X) but still a minimal regularity of 𝑏 should be enforced. For
example, 𝑏 should belong to some Sobolev space [1, 11].

On the other hand, the situation changes when SDE are considered. Strik-
ing results from A. Zvonkin [49] and afterwards A. Veretennikov [48] prove the
existence of a unique strong solution to the SDE

dX𝑡 = 𝜎(X𝑡) dB𝑡 + 𝑏(X𝑡) d𝑡 (33)

whatever the regularity of 𝑏 provided that

dX𝑡 = 𝜎(X𝑡) dB𝑡, 𝑡 ≥ 0 (34)

has a strong solution (of course, with suitable integrability conditions on 𝑏). The
solution to (33) defines a flow of diffeomorphisms when 𝜎 is a positive constant
and 𝑏 is Hölder continuous.

Taking 𝜎(𝑧) = 𝜖𝑧 for 𝜖 > 0 which is taken as small as possible proved the
uniqueness of a solution to the SDE dX𝑡 = 𝜖 dB𝑡 + 𝑏(X𝑡) d𝑡 seen as a noisy per-
turbation of the ODE Ẋ = 𝑏(X) even when the latter ODE has no single solution.
This fact is discussed among other references in [2, 17].

For the Girsanov theorem seen as a change of measure, the regularity of 𝑏
plays no role. One has only to ensure that the exponential super-martingale Z𝑡 =
exp

(︁∫︀ 𝑡
0 𝑏(X𝑠) dB𝑠 + 1

2
∫︀ 𝑡

0 𝑏(X𝑠) d𝑠
)︁

defining the weight is actually a martingale, and
numerous conditions have been given on 𝑏 (See e.g. [18, 31]). For this, the drift
appears only in an integrated form. An immediate application is the existence of
a weak solution to the (33) when (34) has one, whatever the regularity of 𝑏 (of
course, with the suitable integrability conditions on 𝑏, see e.g. [43]).

We then see that a difference holds by considering (34) and Ẋ = 𝑏(X) separately
through the Trotter-Kato-Lie, or by considering directly SDE of type (33), which
draws a line of separation between stochastic and ordinary differential equations.
This explains why our conditions on 𝑏 are stronger than the one required usually
when invoking the Girsanov theorem.
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A Almost sure convergence of the Euler scheme
The convergence property (19) of the Euler scheme follows from the recursive
inequality

|𝜉𝑖+1(𝑥) − 𝒳𝑡𝑖+1,0(𝑥)| ≤ |𝜉𝑖(𝑥) − 𝒳𝑡𝑖,0(𝑥)| + 𝜌𝑖 + 𝑇

𝑛
|𝑏(𝜉𝑖(𝑥)) − 𝑏(𝒳𝑡𝑖,0(𝑥))|

≤ exp (𝑇‖∇𝑏‖∞)
𝑖∑︁

𝑗=1
𝜌𝑗 (35)

with

𝜌𝑖 =
∫︁ 𝑡𝑖+1

𝑡𝑖

|𝑏(𝒳𝑟,0(𝑥)) − 𝑏(𝒳𝑡𝑖,0(𝑥))| d𝑟 ≤ 𝑇

𝑛
‖∇𝑏‖∞ sup

𝑟∈[𝑡𝑖,𝑡𝑖+1]
|𝒳𝑟,0(𝑥) − 𝒳𝑡𝑖,0(𝑥)|.

For this, we have used the fact that 𝑏 is Lipschitz continuous and 1 + 𝑇
𝑛

‖∇𝑏‖∞ ≤
exp(𝑇‖∇𝑏‖∞/𝑛).

It can be proved that similarly to the Brownian path, each path of 𝒳𝑡,0(𝑥) is 𝛼-
Hölder continuous for any 𝛼 < 1/2. This is a direct consequence of the Kolmogorov
lemma on the regularity of stochastic processes. This proves that the right hand
side of (35) converges to 0 at rate 𝛼 < 1/2.

B The heat and the transport semi-group
The underlying Banach space is B = Cz(R𝑑,R), the space of continuous, bounded
functions that vanish at infinity. The norm on B is ‖𝑓‖ = sup𝑥∈R𝑑 |𝑓(𝑥)|.
B.1 The heat semi-group
The heat semi-group is

𝑃𝑡𝑓(𝑥) =
∫︁ 1

(2𝜋𝑡)𝑑/2 exp
(︃

−|𝑥 − 𝑦|2

2𝑡

)︃
𝑓(𝑦) d𝑦.

for a measurable function 𝑔 which is bounded or in L2(R𝑑), the space of square
integrable functions.

Since the marginal distribution of the Brownian motion 𝐵 at any time 𝑡 is
normal one with mean 0 and variance 𝑡, 𝑃𝑡𝑓(𝑥) = E[𝑓(𝑥 + 𝐵𝑡)].

Using Fourier transform or computing derivatives,

𝜕𝑡𝑃𝑡𝑓(𝑥) = 1
2△𝑃𝑡𝑓(𝑥), 𝑥 ∈ R𝑑, 𝑡 > 0.

Multiplying the above equation by 𝑔(𝑥) ∈ C2
c(R𝑑,R), performing an integration

by parts then integrating between 0 and 𝑡 lead to∫︁
R𝑑

(𝑃𝑡𝑔(𝑥) − 𝑔(𝑥))𝑓(𝑥) d𝑥 = 1
2

∫︁ 𝑡

0

∫︁
R𝑑

𝑃𝑡𝑓(𝑥)△𝑔(𝑥) d𝑥.
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Then, passing to the limit and since 𝑓 is freely chosen,

lim
𝑡→0

𝑃𝑡𝑔(𝑥) − 𝑔(𝑥)
𝑡

= 1
2△𝑔(𝑥), ∀𝑥 ∈ R𝑑, 𝑔 ∈ C2

c(R𝑑,R). (36)

Thus, if (L, Dom(L)) is the infinitesimal generator of (𝑃𝑡)𝑡≥0 (this is necessarily a
close operator), L = 1

2△ on 𝒞2
c (R𝑑,R) ⊂ Dom(L). The latter space being dense in

the underlying space Cz(R𝑑,R) with respect to ‖·‖∞ and Dom(L) with respect to
the graph norm ‖·‖∞ + ‖L·‖∞, (36) characterizes (L, Dom(L)) when Cz(R𝑑,R) is
the ambient Banach space.

In other words, we recover that the infinitesimal generator of the Brownian
motion is L = 1

2△ with a suitable domain. This could of course be easily obtained
from the Itô’s formula. Also, we see the link between the heat equation (B.1), the
Brownian motion and the heat semi-group.
B.2 The transport semi-group

Let us consider now the flow (𝒴𝑡). Since 𝒴(𝑥) is solution to 𝒴𝑡(𝑥) = 𝑥+
∫︀ 𝑡

0 𝑏(𝒴𝑠(𝑥)) d𝑠,
the Newton formula for 𝑓 ∈ C1

c(R𝑑,R) implies that

𝑓(𝒴𝑡(𝑥)) − 𝑓(𝑥) =
∫︁ 𝑡

0
𝑏(𝒴𝑠(𝑥))∇𝑓(𝒴𝑠(𝑠)) d𝑠.

Hence, the infinitesimal generator of (𝑄𝑡)𝑡≥0 is B = 𝑏∇· whose domain Dom(B)
is the closure of C1

c(R𝑑,R) to the graph norm (see e.g. [15, § II.3.28, p. 91]).
The semi-group (𝑄𝑡)𝑡>0 is also linked to a PDE, called the transport equation.

We have seen that 𝒴𝑡(𝑥) in Proposition 2 that 𝑥 ↦→ 𝒴𝑡(𝑥) is differentiable. It
is actually of class C1(R𝑑,R). Thus, 𝑄𝑡𝑓(𝑥) = 𝑓 ∘ 𝒴𝑡(𝑥) is also differentiable.
Applying the Newton formula to 𝑓 ∘ 𝒴𝑡 = 𝑄𝑡𝑓 and using the flow property of 𝒴𝑡

leads to
𝑓(𝒴𝑡+𝜖(𝑥)) − 𝑓(𝒴𝑡(𝑥)) = 𝑄𝑡𝑓(𝒴𝜖(𝑥)) − 𝑄𝑡𝑓(𝑥) =

∫︁ 𝜖

0
𝑏(𝒴𝑠(𝑥))∇𝑄𝑡𝑓(𝒴𝑠(𝑥)) d𝑠.

Dividing each side by 𝜖 and passing to the limit implies that
𝜕𝑡𝑄𝑡𝑓(𝑥) = 𝑏(𝑥)∇𝑄𝑡𝑓(𝑥).

Conversely, it is also possible to start from the transport equation 𝜕𝑡𝑢(𝑡, 𝑥) =
𝑏(𝑥)∇𝑢(𝑡, 𝑥) to construct the flow 𝒴 through the so-called method of characteris-
tics, that is to find the paths 𝒵 : R+ → R𝑑 such that 𝑢(𝑡, 𝒵𝑡) is constant over the
time 𝑡.
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