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Abstract. In an ideal world, physical museum artefacts could be touched, han-
dled, examined and passed between interested viewers by hand. Unfortunately, 
this is not always possible – artefacts may be too fragile to handle or pass 
around, or groups of people with mutual interests in objects may not be in the 
same location. This can be problematic when attempting to explain or make 
sense of the physical properties of artefacts. 
To address these problems, we propose that direct manipulation of 3D content 
based on real-world interaction metaphors can help collaborators (both co and 
remotely located) to construct personal and mutual physical and spatial aware-
ness of artefacts, while networked communication and collaboration allow for 
ideas and knowledge to be exchanged and shared.  
We present our interpretations from two studies of RelicPad, a tablet-based ap-
plication that allows users to manually manipulate museum artefacts and to 
‘point out’ areas of interest to each other using 3D annotations, facilitating a 
mutual awareness of spatial properties and referencing during discussion.  
Keywords: Museum artefacts; remote collaboration; tablet interfaces; 
3D interaction techniques; virtual reality. 

1 Introduction 

Handling physical museum artefacts is acknowledged as being a powerful experi-
ence. As objects with meaning, artefacts help to create “strong personal connections” 
to pasts and people across time and culture, prompting thought, memory and under-
standing [1]. This makes it particularly useful to have artefacts at hand when discuss-
ing them or explaining them to other people. However, in situations where handling 
artefacts is not possible (objects being enclosed in display cases, too fragile or valua-
ble to be handled, or located in a different part of the world), the vital spatial referenc-
ing and physical understanding that handling artefacts provides is lost. 

The Queen Victoria Museum & Art Gallery (QVMAG) [2] in Launceston, Tasma-
nia, who provided resources for our research, described to us an example scenario of 



museum curators considering the purchase of an artefact from an overseas museum. 
With time, money, and effort at stake, it is hugely advantageous for curators to be 
able to understand the physical properties of artefacts before committing to a decision, 
even if they are not able to handle them in person. Other scenarios within the problem 
domain include the discussion of artefacts amongst online communities (digital mu-
seum visitors), between curators in different museums around the world, long distance 
lectures, and presentations. 

This paper describes an initial design and evaluations of RelicPad, a tablet-based 
application that addresses this problem by facilitating physical, reality-based interac-
tion with and collaborative discussion of virtual (3D representations of) museum arte-
facts. In collaboration with the QVMAG, a piece of nineteenth century scrimshaw 
(scrollwork, engravings, and carvings done in bone or ivory [3]) has been rendered in 
3D for exploration and discussion using RelicPad. During a discussion, users: 

• Manipulate the virtual museum artefact by using their hands to manually interact 
with the tablet. 

• Leave 3D markers (referred to in this paper as ‘interest points’) on different parts 
of the virtual museum artefact. 

These features allow users to manually manipulate a virtual museum artefact and to 
‘point’ to specific areas of interest, despite not being able to see the actions and ges-
tures of others. This allows users to construct their own awareness of an artefact’s 
physical and spatial properties and to communicate spatial references for others. 

We first describe our motivation for the research, and present some related work. 
Next, we describe the application and provide an overview of its functionality. We 
then introduce and present the results of our two studies, and offer a discussion of our 
findings. Finally, we draw conclusions based on our interpretations of the discussion 
and finish by outlining our future work. 

2 Motivation 

While replicating the experience of physically handling an artefact is impossible, 
our research presents an alternative approach to making sense of artefacts through 
exploration and collaborative discussion, based on 3D representations of their physi-
cal properties. As well as the loss of the tactile and physical understanding and sensa-
tion that comes from handling objects individually, it is also problematic for collabo-
rators to convey gestural clues about the spatial relationships between themselves and 
the objects around them without mutual access to objects [4], making it difficult for 
individuals in different locations to maintain focus on them. 

Our research is aimed at providing a usable application for a number of different 
museum user groups, including researchers, curators, educators, and visitors (both 
physical and online). Each of these groups has their own sets of motivations for en-
gaging with artefacts - overseeing and caring for collections, organising educational 
programs, public service and community outreach, authenticating, evaluating and 
categorizing artefacts, presenting information to the public, or receiving information 



from the museum institution [5] [6] [7]. The unifying thread between users in these 
groups is that they all have the desire to engage with artefacts, and that they all have 
opinions, ideas, or knowledge to share, drawing on everything from culture and per-
sonal experience to specialized training or knowledge. We believe that this makes a 
usable tool for exploration and collaborative discussion of virtual museum artefacts an 
exciting prospect for users across the whole spectrum of museum user groups. 

It has been suggested that task environments have an outer boundary of what is vis-
ible to the person(s) carrying out the task, known as the ‘horizon of observation’ [8]. 
Naturally, how an interactive system makes use of this boundary, particularly for 
collaboration, is going to have “consequences for the process of acquiring 
knowledge” [8]. However, there are many situations where the horizon of observation 
around an artefact is too limited to be able to fully explore or understand it. Artefacts 
themselves are often enclosed and cannot be seen or touched from all sides; if passed 
around between large groups (of museum visitors, for example), only smaller sub-
groups of people will have good access to it at any given time; online visitors may 
only have access to still images via museum websites; and in remote-collaborative 
situations, even if one collaborator has access to the artefact, the rest of the collabora-
tors will be limited to what is described to them by voice, shown to them as still im-
ages, or in the case of videoconferencing held up in front of a camera. 

RelicPad expands this ‘horizon of observation’ in ways not normally possible with 
existing technologies, supporting real-time exploration of a virtual museum artefact 
and collaboration with others, and allowing users to easily focus, communicate and 
discuss ideas and theories about artefacts in a 3D context. As a mobile, tablet-based 
application, RelicPad is also adaptable to numerous collaborative scenarios, from 
passing one or more tablets around a large group of museum visitors to remote col-
laboration by way of real-time networked interaction. Putting the task ‘in the hands’ 
using the mobile context makes the ‘horizon of observation’ or ‘window’ to the arte-
fact applicable to different groups of people working across varied contexts of use. 

3 Related Work 

As outlined in the introduction, handling physical museum artefacts is a powerful 
experience, linking the handler to individuals and periods of time that they would 
otherwise have no tangible contact with [9]. This is largely down to the sensory quali-
ties of artefacts – they are “a 3D experience”, more tactile than a still image or a re-
cording, and can be turned over and viewed from all sides [9], providing handlers 
with “significant insight and understanding of the physical and material aspects of 
objects” [1]. While simultaneously replicating all of the sensory qualities associated 
with handling artefacts is not a realistic aim, tablets provide a method of displaying a 
high-quality 3D rendering of a museum artefact, and of using different interaction 
techniques to view it from all sides.   

3D scanning of museum artefacts is now “a practical reality” [10], providing a 
wealth of 3D museum content for exploration and discussion. The challenge is inter-
acting with this content in a way that better represents the manual exploration that 



users expect from traditional object handling. Tangible interactions using devices 
such as tablets and touchscreens might better represent certain interaction concepts 
than a mouse is able to [11]. But while there has been plenty of research into interac-
tion techniques for the manipulation of 3D virtual objects, their application to mobile 
devices such as smartphones and tablets remains a scarcely explored area.  

Most interaction techniques developed “for stationary computers” are “not appli-
cable” to such devices [12], which seems a missed opportunity considering that the 
rapidly improved display capabilities of smartphones and tablets have made the deliv-
ery of rich, interactive 3D content very achievable. The University of Virginia Art 
Museum’s (UVaM) Interactive iPad Museum Catalog [13] allows users to view a 
number of pre-selected artifacts from the museum’s collection as high-quality 3D 
visualizations, but interaction itself is limited to dragging the finger on a touchscreen 
to rotate around a single axis, and scaling. Explorations into manipulating 3D content 
on mobile devices have experimented with concepts such as ‘tilting’ devices using 
either computer-vision techniques [12] or built-in sensors such as gyroscopes, com-
passes and accelerometers [14], which have proven to be a promising alternative to 
more traditional 2D interaction or touch techniques for 3D content rotation tasks.  

But regardless of whether touch or tilt techniques are being used, we believe that 
the techniques used to manipulate virtual representations of objects should be based 
“on the real world” [15]. When the user is already skilled at performing the actions 
that underpin the basic operation of the system, the “mental effort required” for that 
operation can be significantly reduced [15], and so a strong representational metaphor 
of object handling, requiring minimal thought and leaving users free to focus their 
attention on the physical nuances of the object (and collaborative discussion) rather 
than how to manipulate it, should be considered as part of the interaction technique. 

As important as the manipulation of the virtual museum artefact are the interac-
tions for supporting and organizing discussion between collaborators, particularly 
remotely. Physical objects can play an important role in collaboration. As well as 
using them to “complete their own activities”, collaborators often use objects to “co-
ordinate [these activities] in real-time with the conduct of others” [16], and it has been 
suggested that collaboration “relies upon [collaborators’] mundane abilities to develop 
and sustain mutually compatible, even reciprocal, perspectives” of their environment 
and the objects within it [16]. Naturally, interaction with a virtual museum artefact 
needs to support similar processes of understanding and referencing between collabo-
rators, who may well be connected remotely and unable to see each other. 

Common tools for collaboration and discussion (such as Skype or Windows Live 
Messenger) allow users to share and exchange files, view each others’ screens, send 
instant messages, and communicate in real-time using both voice and video. Existing 
research into remote collaboration systems has shown tags, metadata and annotations 
to be useful in mutually focusing attention for 2D data (e.g. text, images and video). 
In museum informatics, distributed systems for sharing information about artefacts 
and collections are a well-researched area in their own right, with various web [17] 
and multi-media [18] based approaches that encourage and facilitate the distribution 
of that museum data across as wide a museum community as possible.  



Visual media in such systems are generally 2D, and interactive content (beyond 
basic text, images and video) is limited. 2D interactions such as clicking images and 
following hyperlinks reflect this and there are few examples of these principles being 
used in 3D contexts, leaving these technologies with a very fixed horizon of observa-
tion that can only be pushed so far. However, we now have such a wealth of available 
technologies for displaying and interacting with 3D content that interactive systems 
for remote collaboration could be making far better use of the visual channels availa-
ble to them, particularly where the spatial referencing of 3D objects is concerned. 

Annotations are a common feature of collaborative technologies, and increasing in-
teractivity has seen annotations move from being solely about “managing data and 
metadata” to becoming “critical” resources in “supporting communicative practice” 
[19]. The Vannotea system used annotations as ‘metadata stores’ to enable “the col-
laborative indexing, browsing, annotation and discussion of [video] content between 
multiple groups at remote locations” [20], while the Kinected Conference sees annota-
tions used to convey users’ whereabouts in 3D, using video depth, audio cues and 
face-tracking algorithms to assign dynamic and interactive context tags to remote 
collaborators in a videoconference [21].  

As well as creative and interactive uses of annotations for spatial referencing in 
remote collaboration, there are also examples of previous attempts to expand the 
‘horizon of observation’ around 3D virtual content. Lighthouse, a remote-
collaborative system for troubleshooting printer problems, used synchronized 3D 
representations of printers visible to both the customer and the troubleshooter, allow-
ing troubleshooters to manipulate a shared pointer to highlight problems with the 
printer for the customer [22]. However, even systems like Lighthouse still use a 
mouse and keyboard (2D interfaces) as the input methods for interactions with 3D 
content, and so there is room to explore how collaboration, discussion and annotation 
can be integrated with 3D object manipulation to expand the horizon of observation 
around virtual museum artefacts for exploration and discussion by multiple (remote) 
collaborators. 

4 Description of RelicPad 

Research suggests that the actions generated by physical manipulation of tangible 
interfaces help to “draw up previous knowledge” and “generate important motoric 
representations to support other forms of representation” [11]. Based on the idea that 
manually manipulating virtual artefacts and marking interest points supports the ex-
ploration and discussion of objects (just as physically handling an object helps to 
build context) and supported by our review of the problem area and related work, our 
approach was to develop an initial prototype for RelicPad (described in this section) 
and then to identify, explore and evaluate design issues through a series of user stud-
ies (sections 5 & 6).      



4.1 Overview of RelicPad Features 

As well as the application to user groups from a variety of museum contexts out-
lined in our motivations, the clear benefits of being able to physically manipulate the 
interface influenced our decision to use a mobile, tablet-based platform as the inter-
face technology for our research. Tablets also have a unified input and output space; 
the interaction and the resulting action happen in the same place (usually the hands), 
and so the observation viewpoint is the same as when handling a physical object. 

RelicPad aims to provide a digital alternative to two key physical interactions – 
physically moving an object around in the hands, and pointing at different areas of 
objects. Taking into account the underlying aim of enabling users to share information 
about these 3D artefacts, RelicPad can be broken down into three fundamental ele-
ments that underpin the application: 

• Manipulation (rotation and scaling) of the virtual museum artefact in 3D. 
• Real-time marking of interest points in 3D space. 
• Interactive conversation history. 

These three elements offer digital representations of physical object handling, 
pointing, and organizing topics of discussion, enabling users to explore and discuss 
virtual museum artefacts in collaborative scenarios. Users can manipulate (rotate and 
scale) the virtual artefact using their hands to build up an understanding of it in 3D, 
can mark interest points to show each other where (and in what context) something 
interests them, and can refer to a conversation history to remind themselves of how 
conclusions were made and revisit earlier topics of interest. An example of how these 
elements come together in the interface can be seen in Figure 1: 
 

 
Fig.1 RelicPad interface; 3D representation of artefact (A), interest point (B), rota-
tion button or ‘clutch’ (C), and interactive conversation history (D). 

Manipulation of the Virtual Museum Artefact in 3D.  



In order to expand the ‘horizon of observation’ around virtual museum artefacts in 
ways that current applications do not, it is important to ground these digital interac-
tions in reality-based movements that are more akin to handling physical objects. It is 
largely the 3D experience of handling physical objects – turning them over, looking 
inside them, viewing them from all angles – that prompts thought and understanding, 
helping the handler to make sense of the object [1]. Finding an appropriate interaction 
metaphor that gives users freedom and control over the manipulation (rotation and 
scaling) of the virtual museum artefact is important. 

Our research has looked at two interaction metaphors for manually manipulating 
3D objects using a tablet as the interaction device – tilt and touch (Figure 2): 

 

 
Fig.2 Two interaction metaphors – tilt (left) and touch (right). 

The tilt metaphor works by using the orientation of the tablet, given by the built-in 
accelerometer and gyroscope, to calculate the orientation of the 3D content, and rep-
resents the idea of using the hands simultaneously to grasp a physical object and ro-
tate, twist, and turn it around. Visually, it carries a strong representation of moving a 
physical object with both hands. In contrast, the ‘touch’ metaphor works by orientat-
ing the 3D content according to the position of the user’s finger(s) on the device’s 
screen, representing something more akin to holding a physical object (in this case the 
tablet) in one hand, and using the other to rotate, twist or turn the object within that 
hand. Although more visually abstract than the tilt, this is a more familiar and tradi-
tional tablet interaction technique. 

Section 6 describes the second study undertaken as part of this research, a compari-
son between four different techniques for rotating the 3D artefact (two techniques for 
each of the two interaction metaphors described above) and three different techniques 
for scaling the 3D artefact, and outlines each of these techniques in more detail. 

Marking of Interest Points. 
With physical objects, people point at them to provide each other with a clear 

frame of reference and to clarify areas of interest. Pointing is a clear visual gesture 
that draws attention to something that is deemed to be interesting, and marking inter-
est points with RelicPad supports discussion of virtual museum artefacts in the same 
way. Users attach interest points to virtual museum artefacts that other users can see 



for themselves in 3D space, in much the same way as people use pointing to guide 
others to what they want them to see during discussions about physical objects. 

Marking interest points using RelicPad is achieved by tapping the screen on the ar-
ea of the virtual museum artefact where the interest point is to be placed. As well as 
being a very familiar gesture to users of mobiles, tablets and touchscreens, the ‘tap’ 
gesture also resembles pointing in the physical and visual sense, making use of a sin-
gle extended finger. Tapping the virtual museum artefact brings up a box menu with a 
choice of three possible ‘context’ icons (see Interactive Conversation History subsec-
tion below) plus a fourth ‘cancel’ icon in case the user decides not to leave the point 
after all. Tapping one of these icons leaves an interest point with the selected context 
in the desired location. 

Above the choice of context icons is a text-field, allowing users to assign a key-
word(s) to the interest point if they wish. Interest points themselves are offset slightly 
to the left or the right of the screen (depending on which side of the middle of the 
screen the user decided to leave the interest point) and linked to the virtual museum 
artefact by a line, so that when initially left they are not obscuring it. 

Interactive Conversation History. 
The interest points left during a discussion come together to form an interactive 

‘conversation history’. An important classification tool for this conversation history is 
the context that can be used to define an interest when it is being marked. There are 
three context choices available, representing aesthetics (something about the way the 
object looks that the user finds interesting), geometry (something about the shape of 
the object that the user finds interesting), or meaning (something that the user feels 
provides clues about the cultural significance or idea behind the object). 

In addition to (optional) user provided keywords, the name of the user who left 
each interest point and the time at which it was left, the classification of context (iden-
tifiable by the look of the interest point) allows for a historical record of the activity in 
discussions, conversations and collaborations to be kept, organized according to the 
interest points users have created. For collaborative use, this provides “a persistent 
record of interaction and collaboration” that can be easily referred back to [23], ena-
bling users to revisit earlier interest points and “remind [themselves] of the process by 
which they reached previous interim conclusions” [19]. 

RelicPad’s conversation history consists of a scrollable menu in the top-right hand 
corner of the screen that stores all of the interest points in a discussion, adding each 
new point at the top of the list. As well as the point’s context icon, each interest point 
record in the conversation history also contains the keyword given (if any), the name 
of the user that left the point, and the time at which it was left. This interactive but 
relatively traditional two-dimensional list leaves the conversation history in the pe-
riphery of the user’s attention until it is needed – users can focus on their exploration 
and discussion of the artefact and on the physical interactions used to operate other 
RelicPad features, but can refer back to earlier points of discussion when needed. 



5 First Study - Communication and Collaboration Using 
RelicPad 

Our first study aimed to get a feel for RelicPad as a user experience, and give an 
early indication of how useful it could be in context. The idea was to find out if par-
ticipants could, by connecting to each other remotely using RelicPad, discuss an arte-
fact together, share ideas about it, and draw each other’s attention to its various fea-
tures, in order to arrive at a conclusion about what the artefact is. 

5.1 Experiment 

We invited 22 participants, not selected based on any specific criteria, to take part 
in 11 collaboration sessions (2 ‘remote’ collaborators discussing the virtual museum 
artefact with each other in each session). Rather than specifically recruit participants 
from any of the previously described museum user groups, we opted for participants 
with no prior knowledge of the artefact so that as opposed to relying on any pre-
existing knowledge of what the artefact might be, they would use interest points and 
spatial referencing to collaboratively generate and share ideas and understanding. This 
scenario of ‘exploring from scratch’ is applicable to any of the museum user groups, 
even curators and researchers who regardless of knowledge and experience will still 
be presented with new and exciting objects to make sense of from time to time. 

Participants were each given an iPad running RelicPad with our 3D model of the 
QVMAG’s scrimshaw piece loaded as the virtual museum artefact. Prior to the exper-
iment, we identified (in collaboration with QVMAG curators) 7 key features of the 
scrimshaw piece that we expected participants might be able to identify together. 
During the sessions, participants were encouraged to talk to each other, share ideas, 
and mark interest points in order to form conclusions about what the artefact is, where 
it came from, and the story behind it. We anticipated that our subsequent data collec-
tion would shed some light on how they had used RelicPad’s features to do this. 

Each experiment lasted for approximately 30 minutes – 10 minutes introduction 
and explanation, 10 minutes for the collaboration session, and 10 minutes to complete 
the subsequent questionnaire. Participants were seated opposite each other at adjacent 
desks, with a large screen obscuring their views of each other – they were able to hear 
each other as they would during a phone call or videoconference, but were unable to 
see each other’s movements, gestures, or interactions with the tablet. The investigator 
was seated to the side of the participants, with a clear view of both of them for mak-
ing observations.  

Data was recorded as a sequential analysis of activity and interaction between the 
participants, accompanied by questionnaires. The sequential analysis consisted of 
three elements - an audio recording of each discussion session, a log of interactions 
recorded by the iPads and stored in an online database (recording when an interest 
point was left, as well as the context and any keywords that were given to it), and 
handwritten observations made by the investigator of notable exchanges between the 
participants during each session. These three elements were time synchronized to 



paint a picture of how and why participants came to different conclusions using 
RelicPad, and how RelicPad features were used in this process. 

The questionnaires, given to each participant after the discussion was over, con-
sisted of two sets of ten questions adapted from the System Usability Scale (SUS), a 
widely accepted, “simple, ten-item scale giving a global view of subjective assess-
ments of usability” [24], the answers from which can be used to generate a single 
number representing “a composite measure of the overall usability of the system be-
ing studied” [24]. The first ten questions focused on the five basic factors of usability 
(effectiveness, efficiency, safety, utility and learnability) while the second ten ques-
tions focused on five core components of user engagement – identity, adaptivity, nar-
rative, immersion and flow [25]. The remaining questions were a mixture of closed 
and open-ended questions seeking additional feedback on how users felt about differ-
ent RelicPad features, what they felt they had learned from the collaboration, and 
their overall impressions of RelicPad as an experience. 

During each session, participants were each given an iPad running a different ver-
sion of the prototype. One participant was always using the tangible ‘tilting’ interac-
tion method for rotating the virtual museum artefact, while the other participant was 
always using a more traditional 4-button ‘directional pad’ for rotating it. The tilt rota-
tion was rate-controlled (the virtual museum artefact rotates faster according to how 
far the tablet is tilted), with a rotation button or ‘clutch’ held to initiate and released to 
cease rotation. The 4 directional buttons were used to rotate the artefact up or down 
around the x-axis, or left and right around the y-axis.  

Neither participant knew that their collaborator was using a different technique to 
rotate the virtual museum artefact. The idea behind this was to evaluate whether or 
not there was any difference in how usable or engaging participants found RelicPad 
based on whether or not they used a physical, tangible rotation method, or a more 
traditional 2D interaction technique. 

5.2 Results 

Observations and audio recordings showed that during the 11 collaboration ses-
sions, pairs of participants were able to arrive on average at 4.45 of the previously 
identified 7 conclusions about the scrimshaw. Certain things were particularly well 
noticed by participants, including faded lettering on the back of the scrimshaw (a 
focal point of the discussion in 10 of the 11 sessions) and the cracks in and discolor-
ing of the scrimshaw (focal points of the discussion in 9 of the 11 sessions). 

The combination of observations and activity logs gave an indication of how inter-
est points are used during collaboration. On average, 12 interest points are left during 
each of the 11 sessions. Participants on average will specifically refer to 48% of these 
interest points, whether that be to tell their collaborator that they have just left (or are 
about to leave) the interest point, to tell them exactly what part of the artefact it is 
being attached to, or to give them directions to help them find out where it is. Partici-
pants also on average ask their collaborator for clarification or an explanation of 13% 
of interest points; asking where an interest point is, what it was supposed to be at-
tached to, or whether they are looking at the correct one. 



Questionnaire responses revealed a positive response to RelicPad. Although 8 out 
of the 22 participants unfortunately did not give a definitive answer to the question, 
12 of the 14 participants who did respond described RelicPad as a positive experi-
ence. When asked to provide additional comments about the experience, 13 out of the 
22 participants commented on the application being good for remote collaboration, 
conversation, and positional referencing, with 10 participants specifically referring to 
its suitability for interacting with artefacts in museum or educational contexts. 

The first ten and second ten sets of questions were used to calculate single numbers 
for usability and user engagement, as described in the previous section. In both cases 
the mean scores were good – 70.6 for usability and 73.07 for engagement. Partici-
pants were asked to rate RelicPad interactions based on how frequently they felt they 
used them (1 being very infrequently and 5 being very often). Results showed that on 
average participants felt that they had marked interest points very frequently (4.05), 
often added keywords to them (3.09), and occasionally chosen to change the current 
interest point (2.77) (to refer back to something from earlier in the discussion). 

Participants were asked to rate how positive or negative they felt (5 being very pos-
itive) about the three fundamental elements that, as previously mentioned, combine to 
create the overall RelicPad experience – rotation of the virtual museum artefact in 3D, 
real-time marking of interest points, and the interactive conversation history. On aver-
age, the marking of interest points was the most popular feature among the partici-
pants (3.95), while rotation of the virtual museum artefact (3.82) and the interactive 
conversation history (3.32) were also both well received. 

6 Second Study – Techniques for Manipulating Virtual 
Museum Artefacts 

Separating the results of the first study according to which rotation technique was 
used, we found that there was no significant statistical difference between the tilt and 
directional button techniques, and conclusions about which technique was more usa-
ble or affected the experience differently to the other could not be drawn. Two-tailed 
independent t-tests proved this to be the case for basic usability (t=-.981, df 15.6, 
P=.342), user engagement (t=-.612, df 20, P=.547), ease of rotation (t=-1.64, df 20, 
P=0.116) and overall impressions of rotation (t=-2.01, df 20, P=0.058).   

However, ‘touch’ and ‘drag’ interaction techniques (well established interactions 
with tablet devices) and a direct (one-to-one) mapping of tilt to rotation (as opposed 
to rate-controlled) were both suggested as ways of improving the rotation technique. 
This was interpreted as an indication that while the rate-controlled tilt was not signifi-
cantly worse than a more traditional 2D interaction, it was not significantly better, 
leaving room for further exploration of interaction techniques and metaphors that 
might better represent the physical exploration associated with object handling. 

Our second study compared four rotation techniques for manipulation of a 3D vir-
tual object – two making use of the ‘tilt’ metaphor and two making use of the ‘touch’ 
metaphor (both metaphors are outlined in section 4). The two ‘tilt’ techniques were a 
rate-controlled tilt (the angle at which the device is tilted defines the speed at which 



the virtual object rotates) and a direct-mapping tilt (the virtual object’s rotation fol-
lows the angle at which the device is tilted exactly). The two ‘touch’ rotation tech-
niques were a ‘virtual trackball’ implementation (enclosing the virtual object in a 
sphere which is dragged with a single finger in order to rotate, described as a ‘virtual 
sphere’ in [26]) and a ‘multi-touch’ approach (dragging with a single finger to rotate 
the artefact on the x and y axes, and rotating two fingers clockwise or counter-
clockwise in order to rotate the artefact on the z axis).  

Three techniques for scaling the virtual museum artefact were also compared – a 
‘plus & minus buttons’ approach (holding one of two buttons to increase or decrease 
the scale of the artifact), a ‘slider bar’ approach (continuous dragging between the two 
end points on a slider bar widget to increase or decrease the scale), and a ‘multi-
touch’ approach (increasing or decreasing the distance between two fingers, also 
known as ‘pinching’ and ‘spreading’, to increase or decrease the scale of the artefact). 

6.1 Experiment 

12 participants took part in a set of ‘object-matching’ trials, using the different ro-
tation and scaling techniques to match a virtual museum artefact (the scrimshaw piece 
from the first study) with a semi-transparent target orientation of the same artefact. 
The rotation techniques were organized according to a balanced Latin-square design 
(to minimize biases caused by practice or fatigue), and for each technique there were 
18 trials – 6 with each of the three scaling techniques. Of those 6 trials there were 2 
simple, 2 medium and 2 complex rotation difficulties. Difficulty was defined as being 
whether matching the virtual artefacts required rotation on one (simple), two (medi-
um), or all three axes. This makes a total of 72 trials per participant. 

For each trial, participants’ speed (time taken to complete the trial), rotation error 
(difference between virtual and target artefacts in degrees) and scale error (difference 
in size of the virtual and target artefacts represented as vectors) were recorded. Partic-
ipants were asked to think about each trial in terms of both speed and accuracy and 
move onto the next trial as soon as they were happy. However, to keep things moving 
and prevent the experiment from taking an unreasonable amount of time, participants 
were asked to move onto the next trial after around 90 seconds. 

In between each rotation technique (every 18 trials) participants were asked to an-
swer some questions about that technique, and after all of the trials had been complet-
ed to answer questions looking back on all of the rotation and scaling techniques to-
gether. These questions asked participants to rate different aspects of the various 
techniques numerically, or to provide a few short sentences on the techniques. 

The design of the experiment was based on a number of similar object-matching 
experiments from past research into techniques and technologies for 3D object ma-
nipulation, from early explorations with desktop-based VR systems [26] [27] [28], to 
more recent approaches to manipulating 3D content with mobile devices [12] [14] and 
touch displays [29]. 



6.3 Results 

Table 1 shows means and standard deviations (SD) for how quickly and how accu-
rately participants were able to complete the trials, on average, using each of the four 
rotation techniques – Rate-Controlled (RC) Tilt, Tilt with Direct Mapping (DM), the 
Virtual Trackball (VT) touch technique, and Multi-Touch. Touch techniques per-
formed better than tilt techniques, being both quicker and more accurate to use: 

Table 1. Speed and accuracy of the four compared rotation techniques. 

Averages Tilt (RC) Tilt (DM) Touch (VT) Multi-Touch 
Time Taken 
(seconds) 

58.03  
(SD 13.32) 

51.75  
(SD 14.59) 

49.72  
(SD 18.06) 

47.99  
(SD 10.84) 

Rotation Error 
(degrees) 

12.22  
(SD 9.92) 

11.81  
(SD 14.07) 

6.38  
(SD 3.91) 

7.47  
(SD 4.49) 

 
Analysis of variance showed the effects of rotation technique on both the time tak-

en to complete the trials (F = 3.966, df 3, 68, P = 0.011) and on the average rotation 
error (F = 4.278, df 3, 68, P = 0.008) to be statistically significant. 

A comparison of how quickly and accurately trials could be completed, on average, 
using each of the scaling techniques is shown in table 2 (means and standard devia-
tions (SD)). Here, the touch technique performed better than its 2D counterparts, 
proving to be both the quickest and the most accurate technique: 

Table 2. Speed and accuracy of the three compared scaling techniques. 

Averages +/- Buttons Slider Bar Multi-Touch 
Time Taken 
(seconds) 

56.08  
(SD 9.73) 

50.91  
(SD 7.34) 

48.62  
(SD 10.39) 

Scaling Error  
(size difference) 

7.03  
(SD 3.93) 

6.63  
(SD 4.07) 

4.65  
(SD 1.70) 

 
Analysis of variance shows the effects of scaling technique on the time taken to 

complete the trials to be of statistical significance (F = 3.857, df 2, 69, P = 0.026), but 
the effects of scaling technique on the average scaling error were minimal. 

Comparing all combinations of rotation and scaling techniques together supports 
these results, with the combination of Multi-Touch rotation and Multi-Touch scaling 
resulting in the fastest average trial completion time at 41.61s (see Figure 3), the 
smallest average scaling error (3.93), and the second-smallest average rotation error 
(6.10 degrees). The worst combination was Tilt (Rate-Controlled) rotation with Plus 
& Minus Buttons for scaling, which gave the slowest average task completion time 
(64.65), largest average rotation error (19.69), and largest average scaling error (8.66). 
However, analysis of variance showed that apart from the Tilt (Rate-Controlled) rota-
tion with Plus & Minus Buttons for scaling being by far the poorest combination of 
techniques, the differences between the rest of the combinations were minimal, and 
not of statistical significance. 

 



 
Fig. 3 Graph showing average time taken to complete trials (in seconds) for each 
rotation technique, separated by scaling technique. 

The questionnaires asked participants to rank the four rotation techniques in order 
from 1 (best) to 4 (worst) in relation to a number of different criteria, including: ease 
of rotation; perceived accuracy of rotation; perceived speed of trial completion; en-
joyment; understanding of the movement of the artefact in 3D; perceived control over 
the artefact; and favourite technique. On average, Multi-Touch recorded the lowest 
(best) average (between 1.42 and 1.75) for all of the criteria, while Tilt (Rate-
Controlled) recorded the highest (worst) average (between 2.92 and 3.33) for all of 
the criteria. Participants were also asked to rank the three rotation techniques in order 
from 1 (best) to 3 (worst) in relation to the same criteria – Multi-Touch scaling also 
recorded the lowest (best) average (between 1.42 and 1.92) for all of the criteria. 

7 Discussion 

Based on the results of the two studies, we have come to our own interpretations of 
how users have received our application, how applicable it is to the described problem 
domain, and which interaction metaphors give users the most control over the manip-
ulation of virtual museum artefacts. We found that participants used interest points to 
share spatial references, that they could collaboratively construct solid ideas of what 
the artefact was, and that they felt positive about being able to rotate the virtual arte-
fact in 3D, suggesting that RelicPad can facilitate exploration and collaborative dis-
cussion of virtual museum artefacts. We also found that touch interaction techniques 
leave users feeling in control of the manipulation of the virtual museum artefact. 

In the first study, marking interest points proved to be the most popular and com-
monly used feature of RelicPad. Almost half of the interest points left were directly 
referred to by participants verbally, usually to explain what the interest point refers to 
as it is being left (“that there, it’s a parasol”; “and you can see in this section here that 



it’s lighter”; “down below there, that marking”; “it’s broken, on your left side – I’ll 
point it out for you”). This indicates that participants used the interest points for the 
purpose we intended – ‘pointing out’ interesting areas or features of the artefact to 
assist each other in maintaining a shared spatial reference of the topic of discussion. 

Importantly, participants noticed and discussed most of the things that were identi-
fied prior to the experiment as providing the history, story and significance of the 
scrimshaw piece. This indicates that participants not only enjoyed marking interest 
points, but that they used them for the intended purpose and that this bore results in 
terms of the collaboration. This is especially interesting given that to most participants 
it was not obvious from the start that the artefact was scrimshaw; it was through dis-
cussion and theorizing with each other that they were able to come to conclusions 
about what it was or wasn’t. It did appear, however, that there was a tendency to no-
tice visual stimuli, however difficult to see, but not always to fully establish what they 
represented. The lettering on the back of the scrimshaw was discussed at length in 10 
out of the 11 sessions, but in only 3 of those 10 was it agreed that they could be the 
initials of the creator (or the recipient) of the scrimshaw. 

The first study compared the rate-controlled tilt technique for rotating the virtual 
museum artefact against a directional button widget. With the initial design, the tilt 
was seen as being a strong visual representation of moving a museum artefact with 
the hands, but the difference in rotation method used seemed to have little impact on 
the usability of the application or what participants were able to made of the experi-
ence of interacting with the virtual artefact. The second study looked to explore alter-
native interaction metaphors for manipulating the virtual artefact, and to see what 
happened when scaling was brought into the picture as well as rotation. 

Object matching trials comparing combinations of the different rotation and scaling 
techniques showed that touch techniques, particularly ‘multi-touch’ techniques, per-
formed significantly better and were more popular than tilt techniques. Virtual objects 
could be rotated and scaled more quickly using touch techniques, and also with more 
accuracy. Participants also reported enjoying using them more, having a better under-
standing of how the virtual object moves in 3D using them, and crucially having more 
control over the virtual museum artefact.  

A number of factors may contribute to this – tablets have weight, and physically 
rotating them for long periods of time was tiring for some participants. The issue of 
viewpoint may also play a part here – with touch techniques the observation view-
point is fixed while the hands manipulate the virtual objects (more akin to kind of 
viewing angles associated with physical object handling), while with the tilt it could 
be thought of as being the opposite, with the hands moving the observation viewpoint 
as opposed to the virtual object itself. 

We interpret this, coupled with the ability to accurately ‘fine-tune’ the position of 
the virtual artefact, as an indication that while the tilt metaphor carries a stronger vis-
ual representation of moving a physical object with the hands, the touch metaphor 
gives the user more control. By leveraging interactions styles that are familiar to 
many users, touch techniques and the control they provide leave users free to focus 
their attention on the content and the collaboration itself, rather than the techniques 
required to interact with the virtual artefact. As such, we believe that the touch meta-



phor provides a more reality-based representation of natural and relatively thoughtless 
interaction with the hands for exploring the spatial properties of (virtual) artefacts. 

8 Conclusions 

Our interpretation of results shows that using interest points to draw attention to 
notable features of a virtual museum artefact helps users to understand and clarify 
areas of particular interest, and that over the course of a collaborative discussion these 
interest points are used to drive conversations and exchange ideas and theories. Partic-
ipants in our study appeared to relish the ability to use the touch-tapping interaction to 
‘point’ at artefacts and to highlight areas of interest for each other.  

Comparing different metaphors for the manipulation of virtual museum artefacts 
suggested that established tablet interaction techniques such as multi-touch are the 
most efficient and enjoyable for controlling the manipulation of virtual museum arti-
facts on a tablet, leveraging skills that users are already familiar with to comfortably 
control the 3D experience and freeing them to focus their attention on other aspects of 
the system, such as marking and discussing points of interest.  

We interpret this as an indication that for interaction techniques to feel ‘reality-
based’, familiarity and control (moving an object in the hands comes naturally, as do 
touch techniques when using tablets) are perhaps more important than a strong visual 
representation (tilting the tablet looks more like handling an object, but it isn’t the 
first thing people think to do with a tablet). This suggests an interesting compromise 
between how techniques look and how they feel when designing interactions.      

As well as being well received as a positive experience by many participants, feed-
back showed that many of those participants saw the suitability of the application in 
museum contexts, specifically commenting that the application was good for remote 
collaboration and spatial referencing. RelicPad was able to expand each participant’s 
horizon of observation in relation to both the virtual museum artefact itself and also to 
the focal points of each other’s attention, and was used by participants to good effect.  
With the right interaction metaphors in place, it offers a promising solution to the 
scenarios presented in the introduction and motivation sections, and the example sce-
nario provided by staff at the QVMAG. 

8.1 Future Work 

The experiments highlighted a number of interesting directions for the design of 
RelicPad. Many felt that the interest points themselves could have been more interac-
tive – navigated to by touch, editable (renaming and deletion), more easily re-
identifiable (either by keyword or by participant-based colour coding), and linked 
together to form a conversation thread. Combining the elements of interactivity from 
the conversation history into the interest points themselves may encourage collabora-
tors to go beyond what they see of artefacts and to discuss further what those things 
might represent, giving spatial reference not only to areas of interest but to topics of 
interest as well. 



In future experiments we also plan to evaluate whether the different museum user 
groups (or combinations of these groups) outlined earlier in the paper have different 
levels of success than others in coming to conclusions about artefacts whilst using the 
system. We will also compare the outcomes of collaborations made using RelicPad 
against those of face-to-face, co-located collaborations with the physical artefact to 
hand, and of existing remote-collaborative chat and video-conferencing alternatives 
such as Skype. 
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