
HAL Id: hal-01496094
https://inria.hal.science/hal-01496094

Submitted on 27 Mar 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Artificial Neural Networks as Tools for Controlling
Production Systems and Ensuring Their Stability

Anna Burduk

To cite this version:
Anna Burduk. Artificial Neural Networks as Tools for Controlling Production Systems and Ensuring
Their Stability. 12th International Conference on Information Systems and Industrial Management
(CISIM), Sep 2013, Krakow, Poland. pp.487-498, �10.1007/978-3-642-40925-7_45�. �hal-01496094�

https://inria.hal.science/hal-01496094
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


 

 

K. Saeed et al. (Eds.): CISIM 2013. LNCS 8104, p. 482-493, 2013. 

© IFIP International Federation for Information Processing 2013 

Artificial neural networks as tools for controlling 

production systems and ensuring their stability 

Anna Burduk1 

1 Wrocław University of Technology, 27 Wybrzeże Wyspiańskiego St, 

50-370 Wrocław, Poland 

anna.burduk@pwr.wroc.pl 

Abstract 

Models of artificial neural networks can be used to control a production sys-

tem, and thus to ensure its stability. Such models are very useful tools, because 

they can be built quickly and easily. The only issue is a large amount of data 

needed in the neural network training process. However, in the era of common 

availability of IT systems, the parameterization and standardization of produc-

tion processes is not a problem anymore. Contemporary production systems are 

mostly automated and metered. This paper presents a method for building a 

model of an artificial neural network for controlling a wire harness production 

system and determining its stability.  
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1 Introduction 

A contemporary customer requires that a product should be not only of good quality 

and sold at a low price, but also diversified, i.e. available in different versions and 

variants. In order to meet these requirements, manufacturers are forced to manufac-

ture products in small batches and quickly deliver them to the market. However, a 

problem with ensuring the stability of production appears here. Production in small 

batches with highly diversified products and low inventory levels is characterised by a 

much lower stability as compared with the large-batch manufacturing. Although these 

disturbances are usually temporary, they may lead to a loss of the functioning or man-

ufacturing stability in a company, which in turn translates into financial losses as well 

as a loss of customers [5]. 

In order to ensure smooth functioning of a production system, the stability of its 

processes must be ensured and, on the other hand, quick decisions, which would be 

encumbered with the lowest possible risk and uncertainty, should be made. The con-

cept of stability is derived from systems theory and means the ability of a system to 

return to the steady state after the disturbances have ceased. The assessment of the 

system stability is a typical task of the qualitative analysis. Stability in a very broad 

sense means permanency (invariability over time) of a system feature or a certain 

series of states of the system [4, 6].  
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The steady state is a system state that meets certain conditions. Each system is in a 

certain state, and because production systems are of dynamic character, a continuous 

transformation, which causes transition from one state to another, takes place in them. 

In other words, parameters of a production process may have a different value at any 

moment [4, 7]. Taking into account any time interval (provisionally adopted unit), it 

can be said that there is a sequence of output or input states. 

When transposing the definition of stability to production systems it can be said 

that a production system may be considered stable if values of the parameters defining 

it are within the ranges defined in the planning function and registered in a standard 

(usually a production plan). Steady state of a production system is presented in Fig. 1. 
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The system is unstable, because P(t3) > P2

 

Fig. 1. Steady state of a system 

If the value of the parameter    in the instant    is within a defined range, that is 

         , it proves that the course of the process is correct. Otherwise, corrective 

measures should be taken. Corrective measures usually consist in changing the values 

of control variables (inputs to the system X) in such a way, so that the values of the 

parameters characterizing the controlled variables (outputs from the system Y) return 

to the process course standards established in the planning function. A correct deci-

sion will cause that the system will return to the steady state [3, 8].  

In connection with the above, the stability of a production system at the assumed 

margin of variability will be understood as maintaining the steady state by the system 

for a certain assumed period. A production system is in the steady state, if values of 

the parameters characterizing the system are within the ranges defined in the planning 

function and registered in a standard (usually a production plan). 

Production systems are not only of technical nature, but also of economic charac-

ter, and one of their purposes is to generate profit through a continuous increase of the 

market share. If the development and an increase in the market share are included in 

company's plans, the stability of a production system should be then understood as the 

ability to maintain or increase the values assumed in the parameters plans. 
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2 Artificial neural networks in production system control 

Decisions are based on objectives with different planning perspectives, while possible 

variants are verified on various types of models of products, processes and even entire 

systems. A model is a simplified representation of the reality. It constitutes the main 

source of knowledge about the object being modelled and the impact of planned solu-

tion on the object. A model describes and explains the method of operation and func-

tioning of an object or a system under specific conditions. Studies performed on a 

model do not cause disturbances in the functioning stability of a real object or system. 

It offers the possibility to verify the effects of the decisions planned both in relation to 

the current operations of an enterprise and its future [1, 2,  9]. 

Usability of models is influenced by their accuracy, possibility of populating them 

with reliable data, and a short time of building them. It is possible thanks to the pro-

gressing unification, standardization and parameterization of production processes 

and products. Standardization, apart from shortening the time needed to build a mod-

el, also lowers the costs of product development or production process improvement.  

In the case of management or optimization of a production process, a model is used 

to verify the decisions planned. Thanks to the use of IT systems, a model can be 

populated with appropriate data from a real system. Experiments conducted on a 

model in a way that does not disturb the functioning of the real system allow learning 

about the effects and selecting the most optimal decision variant concerning the quan-

tities and types of inputs to the system. 

The entire 19th century and most of the 20th century are characterized by predom-

inance of mathematical modelling. Such methods usually allow obtaining good results 

from models, however the complexity and dynamics of contemporary enterprises 

cause that there is a need to look for new modelling methods such as artificial neural 

networks (ANN, NN). They belong to the group of so-called empirical modelling 

techniques, and the main issue associated with them is to provide measurement data. 

In the computerized environment of today's companies, a lack of data is not a prob-

lem, because most of them have different types of IT systems, while production pro-

cesses are generality metered and automated. It can be said that companies often have 

a problem not with a lack of data but with their excess. 

In turn, the market requirements and the dynamics of the business environment 

caused that new, faster methods of production system modelling are searched for. 

Such methods include models of artificial neural networks, which provide solutions 

that take into account the process of learning on the basis of available data. They al-

low skipping the stage of modelling complex relationships between elements of a 

production system. In order to build a model of a production system, it is enough to 

define the problem: selection of input and output variables, and a set of training data. 

Artificial neural networks are usually used to solve problems related to approxima-

tion, interpolation, prediction, classification, recognition, and control. Image recogni-

tion, which also includes classification, grouping and processing, accounts for approx. 

70% of all industrial applications. In the management and operation of production 

systems, artificial neural network are more and more often used for [1, 9, 10, 11]: 



Anna Burduk 

 control of production processes, robots, 

 analysis of manufacturing problems, 

 diagnostics of electronic systems of machines, 

 selection of personnel and input materials, 

 optimization of the business activity, waste disposal, robot movements, 

 planning overhauls of machines, 

 forecasting. 

The primary objective of modelling the dynamics of a production process is to 

identify the temporal variability of its physical quantities or states. To this end, a time 

series, i.e. an ordered sequence of values of a certain variable over time, should be 

determined. A time series may have a form of a vector   (  )  (  )    (  ) . Due to 

the fact that process parameters may differ in separate phases of the process, the time 

series vector can take the form of a vector defined in  -dimensional space. Individual 

components of this vector will be the states of the production process stages in the 

past, which in turn can be regarded as points in a multi-dimensional output space. 

Thus the task of analysing the temporal variability of the production process can be 

reduced to searching  -dimensional space for a certain trajectory, on which the ana-

lysed output variable of the process "moves". Therefore, a given quantity in the form 

of a time series is determined in order to predict its value in future moments [2, 10]. 

3 A multilayer perceptron network for determining the 

stability of the wire harness assembly process 

3.1 Characteristics of the wiring harness assembly process 

A growing company producing wiring harnesses for Electrolux dishwashers planned 

to increase the production plan by 30 to 40% in the coming years to meet the increas-

ing orders. An extension of the production program will lead to an increase in the load 

on production resources, while the production system will be more vulnerable to dis-

turbances and risk factors occurring at the production line. 

The analysed factory manufactures approximately 700 different types of products. 

All the products are characterized by a high similarity of the structure and the manu-

facturing process. Each wiring harness consists of so-called modules, while a module 

- of wires ended with terminals. Both the number of modules and the number of wires 

may differ depending on the type of wiring harness. Some wires may be joined with 

the use of insulating tape. Individual modules are connected in the enclosure. 
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Fig. 2. a) Structure of a wiring harness, b) schematic diagram of the selected wiring harness 

 

Control in the analysed production system takes place according to the rules appli-

cable for a pull control system. The process is stimulated by assembly centres. The 

assembly takes place in three centres operating in parallel. Material flow in the as-

sembly centre is presented in  

. 
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Fig. 3. Material flow in the assembly centre 

Assembly operations are performed on a rotary table by three workers. Worker 1 lays 

out the prepared modules on the assembly table in accordance with the drawing of the 

product to be assembled, which is shown on the table. Worker 2 applies two addition-

al wires into connectors, while Worker 3 inserts modules into enclosures. The wire 

harnesses are then taken from the table and transferred for the taping operation, after 
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which an electrical test is carried out. If one of the modules or additional wires was 

not installed correctly, the product is considered defective. 

All assembly operations require precision and high skills of the workers. An incor-

rect arrangement of modules causes a significant extension of time for application of 

additional wires in the subsequent operation. Both the operation of laying out the 

modules and taking off the wiring harnesses must be performed very carefully be-

cause the wires may slip out from the connectors or enclosure. Because final assem-

bly centres operate on the principle of a swivel, the skills of the operators re very 

important as they need to work with the same pace. 

3.2 The purpose and method of building the artificial neural network  

The purpose of building the artificial neural network was to ensure the stability of a 

wiring harness assembly process. An assembly process can be deemed stable, if the 

production volume during a shift is consistent with the adopted production plan. Oth-

erwise, corrective actions, which consist in changing the values of input parameters of 

the production resources used in the process, should be taken. 

The assembly time of a wiring harness depends primarily on the number of the 

modules it consists of. This is associated both with the fact that more elements need to 

be assembled and taped. The boundaries of stability and the productivity of the as-

sembly process for different numbers of modules were determined. These values are 

presented in Table 1. 

Table 1. The productivity and the ranges of stability in the wiring harness assembly process 

depending on the number of modules 

Number of modules in the 

wiring harness  

[pcs] 

Production plan  

[pcs/shift] 

Boundaries of stability 

[pcs/shift] 

8 - 14 370 (360 – 380) 

14 - 20 350 (340 – 360) 

21 – 25 320 (310 – 330) 

26 - 30 300 (290 – 310) 

  

Basing on an observation of the process, an analysis of the documentation and in-

terviews with the workers, it has been found that the factors affecting the assembly 

process include experience and skills of the workers designated in Fig. 3 as Workers 

1, 2, 3 and 4. Therefore, the absences and turnover of workers are the factors that 

disturb the course of the assembly process the most. A new worker slows down the 

operation of an entire assembly centre and increases the number of defective elements 

found. It has been found that a new worker is able to acquire an adequate efficiency 

only after 1 month of work at a given assembly centre.  

In order to predict the quantity of the products produced at the input parameters 

set, a unidirectional neural network (multilayer perceptron) was built. The quantity of 

assembled wiring harnesses of good quality, i.e. those which passed the electrical test 
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successfully, was to be the dependent variable. The independent variables were se-

lected as follows: 

X1 – the number of modules in the wire harness, 

X2 - the skills level of Worker 1, 

X3 - the skills level of Worker 2, 

X4 - the skills level of Worker 3, 

X5 - the skills level of Worker 4, 

X6 – taping time, 

X7 – the number of defective elements detected at the electrical test station. 

In order to evaluate the parameter of workers' skills levels, 4 values have been in-

troduced: 

1 - a worker who works less than 1 week, 

2 - a worker who works less than 2 week, 

3 - a worker who works less than 4 week, 

4 - an experienced worker.  

 The data were collected from observations and measurements of an actual process 

as well as from the analysis of the organizational documentation and quality control 

reports. In total, 378 measurements were available for each variable. This set was 

divided into two parts, one of which served as a training set, while the second part 

was used for testing the network. 

The experiment was performed in the SAS Enterprise Miner 6.2 environment. The 

first step was to investigate the correlation between independent variables and the 

dependent variable. The results containing the correlation value are shown in Table 2. 

Table 2. The values of the correlation between variables 

Independent attribute (variable) Correlation value 

number of modules in the wiring harness 0.16583 

the skills level of Worker 1 -0.16872 

the skills level of Worker 2 -0.22465 

the skills level of Worker 3 -0.14535 

the skills level of Worker 4 0.03276 

taping time 0.02104 

the number of defective elements detected at the elec-

trical test station 
-0.02957 

The obtained results indicate that it is pointless to use a linear regression method 

(absolute values of the correlation are below 0.5) for the analysed problem. Therefore 

it is justified to the use neural networks which build non-linear regression models.  

As a part of further experiments, a model of a multilayer perceptron network was 

built, for which the values of the number of neurons in the hidden layer were changed. 

In order to confirm the results of the correlation analysis, a neural network according 

to the generalized linear model was also built. 

For the neural network models built, a series of experiments for different numbers 

of independent variables was performed. Their goal was to establish the combination 
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of independent variables, for which the neural network will provide the best predic-

tion of the number of wiring harnesses manufactured per shift. When building the 

models, different numbers of independent variables were considered. Their selection 

was dictated by previous experiments, i.e. it depended on the absolute value of the 

correlation (see: Table 2). Under the experiment no. 1, all input attributes were used, 

while in the experiment no. 2 the 'taping time' attribute (the lowest absolute value of 

the correlation) was discarded. In the experiment no. 3 the 'number of defective ele-

ments found at the electrical test station' attribute (the next lowest absolute value of 

the correlation) was discarded in addition. The results are presented in Table 3, where 

the values obtained represent a network selection criterion, which is a mean square 

error. These results concern the analysis of the input data set, which was also used for 

network training process. 

Table 3. The results of the experiments for different variants of the neural network built 

Model of the 

neural  

network 

Mean squared error 

Experiment 

No. 1 

Experiment 

No. 2 

Experiment 

No. 3 

Experiment 

No. 4 

MPN – NN=3 999.05 2443.71 1056.1 427.08 

MPN – NN=16 2537.86 1369.98 1437.86 1019.25 

MPN – NN=32 327.08 767.69 375.39 526.14 

MPN – NN=48 1219.25 754.22 327.15 2088.12 

MPN – NN=64 2375.39 872.49 999.05 368.14 

GLM 1851.50 1450.28 1851.50  2569.8 

Where MPN - a multilayer perceptron network, 

NN - number of neurons in the hidden layer, 

GLM - generalized linear model. 

The analysis of the results confirms that linear models are not suitable for solving 

this problem. For each experiment, the worst results (with the highest mean square 

error) were obtained for a neural network built according to the generalized linear 

model. The best results were obtained for a multilayer perceptron network with 48 

neurons under the experiment no. 3, a schematic diagram of which is shown in Fig. 4. 
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Fig. 4. Independent variables and the dependent variable used to build the artificial neural net-

work (ANN) 
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The ANN model presented in Fig. 4 was used for further experiments, i.e. to assess 

the stability of the wiring harness assembly process for different values of independ-

ent variables.  

3.3 Determination of the stability of the wiring harness assembly process 

using a neural network with 48 neurons in the hidden layer 

In order to determine the stability of the analysed process, test data were prepared and 

the "score" node of the SAS Enterprise Miner 6.2 environment was used. The test data 

contained various variants of changes in input attributes (independent variables). For 

such data, the selected neural network model predicts the values for the manufactured 

wiring harnesses, which are interpreted in the context of the stability of the assembly 

process. Sample test data along with the predicted number of manufactured elements 

are presented in Błąd! Nie można odnaleźć źródła odwołania., and Table 5.  

The purpose of the experiment no. 1 was to examine how the skills levels of the 

workers at the assembly centre affect the stability of the analysed process. For exam-

ple, a wiring harness with 12 modules was selected. The production plan for wiring 

harnesses consisting of 12 modules is at the level of 370 pcs/shift. For the needs of the 

study it has been assumed that the production process is stable, if the absolute value 

of the difference between the quantity assumed in the production plan and the quanti-

ty produced does not exceed 20 pcs/shift, i.e. is within the range (360 - 380 pcs of 

wiring harnesses per shift). Błąd! Nie można odnaleźć źródła odwołania. shows that 

the production volume predicted by the ANN model depends on the skills level of 

Worker 3, assuming that the level of skills of other workers is high.  

Table 4. The predicted production volume for different skills levels of Worker 3 and a fixed 

number of modules to be assembled  

Network inputs 
Network 

outputs 

Number 

of mod-

ules 

[pcs] 

Skills level 

of Worker 1 

Skills level 

of Worker 2 

Skills level 

of Worker 3 

Skills level 

of Worker 3 

Predicted 

production 

volume 

12 4 4 4 3 370 

12 4 4 3 3 362 

12 4 4 2 3 341 

12 4 4 1 3 289 

The data included in Błąd! Nie można odnaleźć źródła odwołania. are presented 

additionally in the context of the process stability in Fig. 5. 
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Fig. 5. The predicted production volume of wiring harnesses for a fixed number of modules and 

different skills levels of Worker 3 

As it results from Błąd! Nie można odnaleźć źródła odwołania. and Fig. 5, the pro-

cess loses the steady state, if Worker 3 works for a period shorter than two weeks. 

This result confirms the observations made when collecting the data and analysing the 

process. It also confirms the opinions of the workers and process managers that only 

after a month of performing assembly operations, a new employee is able to work in 

accordance with the pace adopted for the assembly centre, and the number of defec-

tive products returns to the assumed level. 

The purpose of the next experiment was to check whether the stability of the pro-

cess would be similar for a larger number of modules in a wiring harness and at the 

same skills levels of the workers. A wiring harness consisting of 28 modules was used 

as an example. The production plan for this product was at the level of 300 pcs per 

shift, while the boundaries of the process stability were set at 290 - 310 pcs/shift. 

Table 6Błąd! Nie można odnaleźć źródła odwołania. presents the production vol-

ume predicted by the ANN model for these assumptions. 

Table 5. The predicted production volume of wiring harnesses with 28 modules for different 

skills levels of Worker 3 

Network inputs 
Network 

outputs 

Number 

of mod-

ules 

[pcs] 

Skills level 

of Worker 1 

Skills level 

of Worker 2 

Skills level 

of Worker 3 

Skills level 

of Worker 3 

Predicted 

production 

volume 

28 4 4 4 3 308 

28 4 4 3 3 288 

28 4 4 2 3 225 

28 4 4 1 3 162 
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The data included in Błąd! Nie można odnaleźć źródła odwołania. are presented 

additionally in the context of the process stability in Fig. 6. 
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Fig. 6. The predicted production volume for wiring harnesses with 28 modules for different 

skills levels of Worker 3 

As it appears from Błąd! Nie można odnaleźć źródła odwołania. and Fig. 6 at the 

same skills levels of the workers but for an increased number of modules in a wiring 

harness, the process is stable only if all workers at the assembly centre are experi-

enced, i.e. work at this centre for more than 4 weeks. If Worker 3 works at this centre 

for a period shorter than 4 weeks, the process is no longer stable. The results of the 

experiment confirm the observations and previous assumptions that only experienced 

workers (i.e. those who work at a given centre for more than 4 weeks) are able to 

work in accordance with the adopted pace, and the number of defective elements 

manufactured by them decreases to a minimum.  

4 Summary 

Models of artificial neural networks can be used to control a production system, and 

thus to ensure its stability. Such models are very useful tools, because they can be 

built quickly and easily. The only issue is a large amount of data needed in the neural 

network training process. However, in the era of common availability of IT systems, 

the parameterization and standardization of production processes is not a problem 

anymore. 

The development of IT systems led to an increase in the amount of information 

collected in enterprises. In turn, the market requirements and the dynamics of the 

business environment caused that new, faster methods of production system model-

ling are searched for. Such methods include models of artificial neural networks, 

which provide solutions that take into account the process of training on the basis of 

available data. They allow skipping the stage of modelling complex relationships 
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between elements of a production system. In order to build a model of a production 

system, it is enough to define the problem, select input and output variables, and pre-

pare a training data set. 

Artificial neural networks (ANN) constitute a modern method for mathematical 

modelling of phenomena and processes, which in the last dozen or so years found 

many applications in different areas of human activity. The reason why ANN are used 

in the science and engineering is the possibility to treat dynamic, complex variables or 

imprecisely defined processes as a black box. In other words, ANN allow finding a 

relationship between many input variables and the output variable in the process 

without a need to build complex mathematical equations. 
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