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Abstract. The moment method (MM) estimator for the shape parame-
ter of generalized Gaussian distribution (GGD) assume asymptotic case
when there is available infinite number of observations, but with the
smaller sample size the variance of the estimator increases and the mo-
ment method equation may not converge to a real solution for some
sample sets. The higher order moments can be expanded into series in
the moment method equation leading to a drop in the relative mean
square error (RMSE) and assuring a solution for a smaller sample size
comparing to the moment method without modification.
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1 Introduction

The moment method [1] is very popular method used for the estimation of the
power shape parameter of GGD. The most popular approach is when the two
moments are set to the valuesm1 = 1 andm2 = 2 (the Mallat’s method), but the
higher order moments are also used [2]. Most of the already known estimation
methods for the shape parameter of GGD assume that the sample size is large,
but in the real case, a set of limited size is only available. A very high value
of variance for a very small sample size makes the estimation methods very
inaccurate.

The computation of GGD parameters on small sample size is different from
on larger ones in a maximum likelihood (ML, [3]) framework as was shown in
[4]. The ML method has a lower variance for a small sample size than the MM
method [5], but it is complex and time consuming. The complexity of ML can
be reduced with the One Moment (OM) method [6]. The comparison of ML and
the Mallat’s method for the estimation of GGD shape parameter in the range
0.3 − 3 is presented in [7], where the latter one is not accurate for the whole
range of the shape parameter.

The presented approach in this article will not overcome other estimation
methods for a small sample size, as it is fully based on the MM framework, but
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it will enhance the convergence of the MM method for the higher order moments
and a small sample size.

In Section 2 the higher order moments are expanded into series in the moment
method equation for a small sample size. In Section 3 the numerical results for
the integer and real higher order moments are presented.

2 Material and methods

The probability density function (PDF) of the continuous random variable of
GGD [8] takes the form

f(x) =
λ(p, σ) · p
2 · Γ ( 1p )

e−[λ(p,σ)·|x−µ|]p , (1)

where Γ (z) =
∫∞
0

tz−1e−tdt, z > 0, is the Gamma function [9], p denotes the
shape parameter, µ is the location parameter and λ relates to the variance of
the distribution and can be calculated from

λ(p, σ) =
1

σ

[
Γ ( 3p )

Γ ( 1p )

] 1
2

, (2)

where σ denotes the standard deviation. The special case of GGD can be ob-
served when the shape parameter equals p = 1 and p = 2, which corresponds to
Laplacian and Gaussian distributions respectively. For p → 0, f(x) approaches
an impulse function, and for p → ∞, f(x) approaches a uniform distribution.
For µ = 0, the probability density function is centralized around zero.

From the definition of absolute moment E [|X|m] =
∫∞
−∞ |x|m · f(x)dx, for

GGD the following is obtained [5]

Em =
Γ
(

m+1
p

)
λm · Γ

(
1
p

) , (3)

where m can be a real number.
The Em estimated value of the moment can be acquired from the equation

Êm =
1

N
·

N∑
i=1

|xi|m (4)

and where N denotes the number of observed variables, and {x1, x2, . . . , xN} is
the collection of N i.i.d zero-mean random variables.

Eq. (3) for two different moment values m1 and m2 and eliminating λ leads
to:

Γ
(

m2+1
p

)
Γ
(

1
p

)m2
m1

−1

Γ
(

m1+1
p

)m2
m1

=
Em2

(Em1)
m2
m1

, (5)
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which is the method for the estimation of the shape parameter based on two
moments.

The moments (Eq. (4)) in the rhs of Eq. (5) can be expanded into series. Each
component |xi|m in the sum (Eq. (4)) can be represented in the form (1± y)m,
which can be expanded into series for m > 0 and |y| ≤ 1. For xi ∈< 0, 1 >, it
can be written (by Binomial Theorem)

(xi)
m = (1 + (xi − 1))m =

1 +m · (xi − 1) + m·(m−1)
2! · (xi − 1)2+

m·(m−1)·(m−2)
3! · (xi − 1)3 + . . .

. (6)

For xi ∈< −1, 0), it takes the form

(−xi)
m = (1− (xi + 1))m =

1−m · (xi + 1) + m·(m−1)
2! · (xi + 1)2−

m·(m−1)·(m−2)
3! · (xi + 1)3 + . . .

. (7)

For xi > 1, it can be written

(xi)
m = |⌊xi⌋|m · (1 +

(
xi

|⌊xi⌋| − 1
)
)m =

|⌊xi⌋|m ·
{
1 +m ·

(
xi

|⌊xi⌋| − 1
)
+ m·(m−1)

2! ·
(

xi

|⌊xi⌋| − 1
)2

+

m·(m−1)·(m−2)
3! ·

(
xi

|⌊xi⌋| − 1
)3

+ . . .

} . (8)

The operator ⌊x⌋ rounds the elements of x toward zero, resulting in an integer.
For xi < −1, it can be written

(−xi)
m = |⌊xi⌋|m · (1−

(
xi

|⌊xi⌋| + 1
)
)m =

|⌊xi⌋|m ·
{
1−m ·

(
xi

|⌊xi⌋| + 1
)
+ m·(m−1)

2! ·
(

xi

|⌊xi⌋| + 1
)2

−

m·(m−1)·(m−2)
3! ·

(
xi

|⌊xi⌋| + 1
)3

+ . . .

} . (9)

The equations (6)–(9) are used in the approximation of the moment (Eq.
(4)) and used in Eq. (5) for the solution of p. Taking into account only a limited
number of series components, the influence of outliers on the MM equation can be
alleviated for a small sample size and the higher order moments and consequently
reduce RMSE and improve the convergence.

3 Calculation

The equations from the article were validated with the GGD generator with
fixed variance to unity and varying shape parameter in the range p ∈< 0.3, 6 >.
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The relative mean square error was applied for the comparison of the estimators
output. RMSE was calculated from the equation

RMSE =
1

M

M∑
i=1

(p̂− p)2

p2
, (10)

where p̂ is a value estimated by the model and p is a real value of a shape
parameter. M denotes the number of repetitions.

A small sample size may lead to difficulties with the root finding of the MM
method (Eq. (5)), therefore, the stop condition was set to tolX = 1e − 4 and
tolY = 1e − 4. When at least one solution is not available for the specified
conditions, then the plots have the missing points for such a case.

Fig. 1 depicts RMSE for the MM method of the estimation of the shape
parameter p of GGD with a varying shape value p and a selected fixed sample
size N = 104. Each iteration was repeatedM = 103. For a relatively large sample
size, RMSE is not constant for all shape parameters of GGD for the MM method.
The RMSE value depends on the selected moments m1 and m2 and is relatively
small. As an example, the integer moments were selected m1 = 4, m2 = 8 and
the real ones: m1 = 3.5, m2 = 5.5. The higher order moments exhibit the better
RMSE performance of MM for the higher values of p.
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Fig. 1. Comparison of RMSE for the MM method of the estimation of the shape
parameter p of GGD with a varying shape value p and a selected fixed sample size
N = 104 (a relatively large sample size) for selected moments
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In the case of a small sample size, the increase of RMSE as well as the reduc-
tion of a convergence range are observed (Fig. 2). The higher order moments
assure convergence of the MM equation for the range with higher values of power
shape parameter of GGD, whereas the Mallat’s method may not have a solution
there. The range of convergence of the MM equation for the Mallat’s method
also reduced. Fig. 2 depicts the plots for N = 100 and N = 200 and each iter-
ation was repeated M = 104. The same repetition count is kept for the rest of
calculations.
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Fig. 2. Comparison of RMSE for the MM method of the estimation of the shape
parameter p of GGD with a varying shape value p and a selected fixed sample size
N = 100 and N = 200 for selected moments

By the application of Eq. (6)–(9) the influence of outliers on the MM equation
can be alleviated for a small sample size and the higher order moments and the
range of convergence can be extended toward the smaller sample sizes. The
expansion of |xi|m in Eq. (4) up to and including a k-th component, i.e., ( xi

⌊xi⌋ ±
1)k will be denoted as Em = f(k). Fig. 3 depicts that selecting only a few
components in the moments calculation (Eq. (6)–(9)) RMSE is stable and smaller
than in the usual calculation. The selected expansions Em1 = f(3), Em2 = f(6)
and Em1 = f(3), Em2 = f(8) are plotted for the integer moments m1 = 4,
m2 = 8 and for the shape parameter p = 6 and exhibit better RMSE performance
below N = 300.

The same behavior for the integer moments m1 = 4 and m2 = 8 and for the
shape parameter p = 5 is observed. For the selected expansions Em1 = f(3),
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Fig. 3. Comparison of RMSE for the MM method (m1 = 4, m2 = 8) and selected
expansions of the estimation of the shape parameter p of GGD with a varying sample
size N and for the selected fixed value p = 6 in the GGD generator

Em2 = f(6) and Em1 = f(3), Em2 = f(8), RMSE is stable and smaller than in
the usual calculation below N = 260 (Fig. 4).

The selected expansions Em1 = f(3), Em2 = f(6) and Em1 = f(3), Em2 =
f(8) and the MM method for the integer moments m1 = 4 and m2 = 8 for a
small sample size N = 169 and for a wider range of p are compared in Fig. 5. It
can be noticed that the expansions Em1 = f(3), Em2 = f(6) and Em1 = f(3),
Em2 = f(8) resulted in smaller RMSE and assured convergence for wider range
of p.

In the case of a small sample size for the real higher order moments, the
convergence of the MM equation can be also improved toward the observation
smaller in size. Fig. 6 depicts a few components in the moments calculation (Eq.
(6)–(9)) comparing to the whole moment calculation (m1 = 3.5, m2 = 5.5) over
a range of varying sample size N for the fixed value p = 6 in the GGD generator.
It can be also noted that RMSE is longer stable for Em1 = f(3) and Em2 = f(6)
toward smaller N and has a smaller value too.

For the moments m1 = 3.5 and m2 = 5.5 and for the shape parameter p = 5,
one of the expansions Em1 = f(3) and Em2 = f(6) has smaller RMSE and is
stable for longer range of N than the full moments, whereas another expansion
Em1 = f(3) and Em2 = f(4) gains RMSE smaller and is still stable below
N = 250 (Fig. 7).

The selected expansions Em1 = f(3), Em2 = f(4) and Em1 = f(3), Em2 =
f(6) and the MM method for the real moments m1 = 3.5, m2 = 5.5 for a
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Fig. 4. Comparison of RMSE for the MM method (m1 = 4, m2 = 8) and selected
expansions of the estimation of the shape parameter p of GGD with a varying sample
size N and for the selected fixed value p = 5 in the GGD generator
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Fig. 5. Comparison of RMSE for the MM method (m1 = 4, m2 = 8) and selected
expansions of the estimation of the shape parameter p of GGD with a varying shape
value p and a selected fixed sample size N = 169
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Fig. 6. Comparison of RMSE for the MM method (m1 = 3.5, m2 = 5.5) and selected
expansions of the estimation of the shape parameter p of GGD with a varying sample
size N and for the selected fixed value p = 6 in the GGD generator
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Fig. 7. Comparison of RMSE for the MM method (m1 = 3.5, m2 = 5.5) and selected
expansions of the estimation of the shape parameter p of GGD with a varying sample
size N and for the selected fixed value p = 5 in the GGD generator
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small sample size N = 300 and for a wider range of p are compared in Fig. 8.
It can be noticed that the expansions resulted in smaller RMSE and assured
convergence for wider range of p. For the one of the expansions, i.e., Em1 = f(3)
and Em2 = f(4) the increase of RMSE is observed comparing to the normal
moments calculation, but the results are stable for the wider p range.
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Fig. 8. Comparison of RMSE for the MM method (m1 = 3.5, m2 = 5.5) and selected
expansions of the estimation of the shape parameter p of GGD with a varying shape
value p and a selected fixed sample size N = 300

The same approach can be applied for other higher order moments both
integer and real, but not all expansions lead to better performance.

4 Conclusions

The article focuses on the estimation of the shape parameter of GGD when a
small size is only available. The experimental results and the comparison with
already known MM method, which show that the method proposed is very useful
from a practical point of view. The smaller sample size the variance of the MM
estimator increases and the moment method equation may not converge to a
real solution for some sample sets. For the higher order moments, the presented
approach allows to lower RMSE and ensure a real solution for the smaller sample
sets of GGD for the modified MM method.
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