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Abstract

The random utility based multiregional input-output (RUBMRIO) model is
used by several integrated land use and transportation models (ILUTMs) to
forecast commodity flows in a region and for spatial allocation of production
activities. It makes use of multiregional input-output models which are based
on random utility theory. In this work, we use optimal control techniques to
find optimal final demand and transportation costs of a RUBMRIO model,
that would lead to a desired level of commodity flow and production costs.

At first, the RUBMRIO model is formulated as a discrete time dynamical
system. It is shown, using Lyapunov argument, that the fixed point of the
dynamical system is input-to-state stable (ISS). Then, a discrete time optimal
control problem is formulated with states as commodity flows and production
costs, and the final demand and transportation costs as control inputs. An
optimization problem is then solved to obtain control inputs that would lead
to desired commodity flows and production costs.

Further, the proposed methodology is applied to a numerical example. It
is shown that the optimal control based method can achieve user specified
commodity flows and production costs up to an acceptable accuracy level.

Keywords: Integrated land use and transportation, random utility based
multiregional input-output models, Lyapunov stability, optimal control.

1. Introduction

Owing to constantly increasing awareness about environmental protec-
tion, urban sustainability has become a key policy issue over the years (Nash,
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2009). It is well known fact that integrated land use and transportation mod-
els play a key role in the context of urban sustainability (Spiekermann and
Wegener, 2004; Black et al., 2002). Integrated land use and transport models
(ILUTMs) offer invaluable analysis tools for planners working on transporta-
tion and urban projects. Analyzing the behavior of ILUTMs is important for
policy makers in order to create sustainable cities for future. Hence, study
and analysis of ILUTMs are key towards designing better urban environments
(Dutta et al., 2012).

A number of ILUTMs, for example MEPLAN and TRANUS, make use
of multiregional input-output models combined with random utility theory
for allocation of activities and land use (Hunt, 1997; De La Barra, 1989).
Since the input-output model varies spatially, between different geographi-
cal regions, they are called random utility based input-output (RUBMRIO)
models. Typically they combine traditional input-output model with multi-
nomial logit model for calculation of commodity flows and production prices
between different regions (Zhao and Kockelman, 2004; Juri and Kockelman,
2004). The RUBMRIO model is usually solved iteratively, by applying a set
of algebraic equations (Hunt, 1997). The outputs of the RUBMRIO model
are commodity flows and production costs. The inputs are the transporta-
tion costs between different regions and the final demand values. Traditional
use of RUBMRIO model is to predict the steady state commodity flows and
production prices for given values of transportation costs, final demand and
other input parameters. Particularly Kockelman et al. have used the model
extensively to forecast land use and transportation scenarios in Texas and
United States (Du and Kockelman, 2012; Ruiz Juri and Kockelman, 2006).
They have also suggested variants of the original RUBMRIO model, in order
to accommodate various objectives (Huang and Kockelman, 2010; Zhao and
Kockelman, 2004; Juri and Kockelman, 2004). However, a methodology for
inverse solution of the RUBMRIO model, where inputs are designed based
on desired output values is missing from the literature.

In this work, we have solved an inverse problem to determine the inputs
such that the desired output levels are met. The RUBMRIO model is rep-
resented as a nonlinear discrete time dynamical system with the states as
the outputs of the RUBMRIO model and the controls as the inputs. An
optimization problem is then solved to find the inputs that minimize the L2

norm between calculated RUBMRIO outputs and the desired output values.
Discrete time dynamical systems have been used to represent several ”real

world” systems over the years, ranging from queuing theory (Kleinrock, 1975)
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to cellular automata (Chopard and Droz, 1998). Several other applications
include formal languages, temporal logic, perturbation analysis and computer
simulation (Ben-Naoum et al., 1995; Sandefur, 1990). A nonlinear discrete
dynamical system is represented as a sequence of states given by x(k) ∈ Rn,
where k = 1, 2, . . . , N , whose evolution equation is given by,

x(k + 1) = f(x(k),u(k)) (1)

where u(k) ∈ Rm is the sequence of inputs to the dynamical system and
f : Rn ×Rm 7→ Rn is a vector of bounded nonlinear functionals. The above
system is called input-to-state stable (ISS), if the sequence of states x(k) <∞
given the input sequence u(k) <∞∀ k = 1, . . . , N (Sontag and Wang, 1995;
Jiang and Wang, 2001). It ensures that every state trajectory of the discrete
system in eqn. (1) will be bounded if the control inputs are bounded. In
the current work, we have shown via Lyapunov argument (Robinson, 2013),
that the parameters of the RUBMRIO model can be designed such that it
is ISS. Further the control inputs are obtained by solving an optimal control
problem.

Optimal control deals with the problem of finding a control law for a
given dynamical system such that a certain optimality criterion is achieved.
An optimal control problem involves solving an optimization problem, which
involves optimizing a cost functional that is a function of state and con-
trol variables, subject to the states and controls satisfying the equations of
the dynamical system (Bryson and Ho, 1975). Optimal control has various
applications ranging from astrodynamics, where it is used to optimize the
entry trajectory of a satellite entering a planet’s atmosphere (Singh et al.,
2009; Dutta and Bhattacharya, 2010) to quantum mechanics, where it is
used to optimize the path of a quantum mechanical system to its final state
(Peirce et al., 1988). As far as ILUTMs are concerned, researchers have
used Bayesian melding, to find optimal parameters in UrbanSim, an ILUTM
(Sevćıková et al., 2007). As for models based on RUBMRIO theory, op-
timization techniques like MLE has been used by researchers to estimate
parameters of TRANUS (Dutta et al., 2014). However, these work assume
that the model involved is static, while estimating parameters. Finding the
optimal inputs while taking into account the dynamical nature of RUBMRIO
model has largely been ignored.

Supply-driven models, for example the Ghosh model (Dietzenbacher, 1997)
exist in literature, which solves for the inputs like demand for a given supply.
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Hence these models are based on inverse of the demand-driven philosophy,
on which the RUBMRIO model is based. The inverse identification method
using optimal control solves for the demand while satisfying the RUBMRIO
equations which are demand-driven. To the author’s knowledge such a model
is missing from the literature.

This paper has two key contributions. First, it is shown that the RUBM-
RIO model can be represented as a nonlinear discrete time dynamical system
and the fixed point of the resulting dynamical system is ISS. Secondly, an
optimal control problem is formulated, to find the inputs of the RUBMRIO
model that will optimize a given cost functional. Further, the proposed op-
timal control methodology is applied to solve for the inputs of a RUBMRIO
model that minimizes the L2 norm of the difference between calculated and
desired state values of the outputs.

The rest of the paper is organized as follows: in Section 2 the RUBMRIO
model is introduced and further in Section 3, it is shown that the discrete
time dynamical system is ISS. In Section 4 the optimal control problem is
formulated for various cost functionals. In Section 5 the results of application
of the optimal control methodology to test problems is discussed and shown.
Finally, in Section 6 conclusions are stated highlighting the future work to
be done.

2. Random Utility Based Multiregional Input-Output Model

Input-output theory was originally proposed by Leontief, focusing on
a single region’s industry interactions with business expenditure (Leontief,
1953). The multiregional input-output (MIO) model extends the original
input-output theory to include several regions (Leontief, 1986). The RUBM-
RIO model has since been developed, combining the MIO model to random
utility theory (De La Barra, 1989). As stated earlier, the RUBMRIO model
combines traditional input-output model with multinomial logit model for
allocation of activities and land use. The final output is obtained by recur-
sively solving a set of nonlinear algebraic equations. An intense mathematical
description of the model can be found in Ref. (Zhao and Kockelman, 2004).

Input-output models characterize the interaction between market ele-
ments, aggregated into economic sectors. The model calculates flow of com-
modities or services between sectors, giving rise to productions and demand.
For a multiregional model, flows can occur between different regions, adding
a spatial element. The different regions are called geographical zones. If the
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region of interest is a city, then examples of economic sectors can be students
or industry workers and even employments. Examples of geographical zones
may be a neighborhood near an university or near a chemical factory.

The inputs to a multiregional input-output model are seen as the final
demand for a sector in a given geographical zone and associated transporta-
tion cost that for a sector to be transported between two zones. From these
inputs the intermediate demands are calculated. To meet the intermediate
demands, production of services and commodities is required. The produc-
tion costs and the commodity flow for a sector in a zone is essentially seen
as the output of the model. If the multiregional input-output structure is
determined by a multinomial logit model, we have the random utility based
multiregional input-output model.

2.1. Economic Definition of the Variables

Let us consider, M ∈ N economic sectors and J ∈ N geographical regions.
Let xnij be the commodity flow of sector n from region i to region j and bnj be
the price of producing sector n in region j. Also let Y n

j be the final demand
of sector n in region j and dnij be the price of transporting one unit of sector
n from region i to region j. Hence n = 1, . . . ,M and i, j = 1, . . . , J . As we
will see later, xnij and bnj are the states and Y n

j and dnij are control inputs of
the discrete time dynamical system. developed later in the paper.

The other variables that are germane to the RUBMRIO model are the
technical coefficients amnj and the multinomial logit dispersion parameter λn.
amnj represents the amount of sector m (in dollars) required to produce an
dollar worth of sector n in region j and λn is a dispersion parameter for
sector n, which is used in the multinomial logit equation of the RUBMRIO
model. Typically both amnj > 0, ∀ m,n = 1, . . . ,M and j = 1, . . . , J , and

λn > 0, ∀ n = 1, . . . ,M . An important point to note is that
∑M

m=1 a
mn
j < 1,

as the total amount of inputs required to produce a dollar of sector n should
be less than a dollar.

2.2. Governing Equations

The RUBMRIO model consists of several equations and variables having
different economic interpretations. However, for simplicity, the development
has been kept discreet and in this work, only the final equations of produc-
tion cost and commodity flow have been presented. Detailed equations for
the RUBMRIO model can be found in Appendix A. Interested readers are
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directed towards Ref. (Zhao and Kockelman, 2004) and Ref. (Hunt, 1997) for
detailed description of the RUBMRIO model.

The evolution equation of the production price bnj and the commodity
flow xnij can be written as,

bnj (k + 1) =
M∑
m=1

amnj


J∑
i=1

exp(−λm(bmi (k) + dmij ))(b
m
i (k) + dmij )

J∑
r=1

exp(−λm(bmr (k) + dmrj))



xnij(k + 1) =

[
M∑
m=1

anmj

(
J∑
l=1

xmjl (k)

)
+ Y n

j

] exp(−λn(bni (k) + dnij))
J∑
r=1

exp(−λn(bnr (k) + dnrj))


(2)

The above system of equations (eqn. (2)) can be seen as a discrete dynamical
system with states xnij and bnj , and dnij and Y n

j as the control inputs. amnj is
assumed to be known and is constant. λn is a parameter which is set by the
user. It has been proven that the set of equation in eqn. (2) converge to a
fixed point under certain regularity conditions on the states and the inputs
(Zhao and Kockelman, 2004). As will be seen later, λn is key in ensuring
that the fixed point solution of the system is ISS.

3. Input-to-State Stability of the Solution

This section investigates the input-to-state stability (ISS) of the RUBM-
RIO dynamical system (Sontag and Wang, 1995). If a dynamical system is
ISS, then it is ensured that for bounded control input the state trajectories
of that dynamical system will be bounded. But first some basic definitions
are presented which will help us show that the RUBMRIO model is ISS.

3.1. Basic Definitions

Let us consider the following definitions,

Definition 1 (Class K function). A continuous function γ : R+ 7→ R+ is
said to belong to class K if it is strictly increasing and γ(0) = 0.
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Definition 2 (Class K∞ function). A continuous function γ : R+ 7→ R+

is said to belong to class K∞ if it is a class K function and lims→∞ γ(s) =∞.

Definition 3 (ISS-Lyapunov function). (Sontag, 2008) A continuous func-
tion V : Rn 7→ R is called an ISS-Lyapunov function if the following holds.

1. There exists class K∞ functions α1, α2, such that,

α1(|s|) ≤ V (|s|) ≤ α2(|s|), ∀s ∈ Rn.

2. There exists class K∞ function α3, and a class K function β such that

V (f(s, w))− V (s) ≤ −α3(|s|) + β(|w|), ∀s ∈ Rn, w ∈ Rm

where f(·, ·) is the function in eqn. (1).

Lemma 1. (Jiang and Wang, 2001). If the dynamical system in eqn. (1)
admits a continuous ISS-Lyapunov function then the fixed point of the system
is ISS.

Theorem 1 (Mean value theorem for vector-valued functions.). (Hall
and Newell, 1979). Given two vectors spaces V1 and V2 and a continuous map
h, we have

|h(v)− h(v′)| < sup
δ
||∇h(δ)|| · |(v − v′)|, |v| < |δ| < |v′|. (3)

where h : V1 7→ V2 is a vector valued function, mapping vector space V1 to
space V2, and δ,v,v′ ∈ V1. h is continuous in [v,v′] and differentiable in
(v,v′). | · | is the norm defined in V1 and || · || is the usual norm, defined for
linear maps from V1 to V2.

Remark: Let the dimensions of V1 and V2 be nv1 and nv2 respectively. Then,
we can write, ∇h(δ) = {∇h(δ)}nv2×nv1

. Let ∇h(δ) = ∇hi,j(δ), where i ∈
N[1, nv2 ] and j ∈ N[1, nv1 ]. If h(δ) = [h1(δ), h2(δ), . . . , hnv2

(δ)]> and δ =

[δ1, δ2, . . . , δnv1
]>, then ∇hi,j(δ) = ∂hi

∂δj
.
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3.2. ISS-Lyapunov Stability of the RUBMRIO Model

We will use Lemma 1 to show that the discrete time system in eqn. (2)
is an ISS system. We first consider a candidate Lyapunov function and then
show that it is an ISS-Lyapunov function for the system in eqn. (2). Let the
candidate Lyapunov function be given by,

V (|bnj |, |xnij|) =
J∑
j=1

M∑
n=1

(bnj )2 +
J∑
i=1

J∑
j=1

M∑
n=1

(xnij)
2 (4)

Lemma 2. There exists K∞ functions α1 and α2 such that V (·, ·) in eqn.
(4) satisfies Property 1 of an ISS-Lyapunov function.

Proof: Let us consider two classK∞ functions, α1(|bnj |, |xnij|) = C1·V (|bnj |, |xnij|)
and α2(|bnj |, |xnij|) = C2 · V (|bnj |, |xnij|). where 0 < C1 < 1 and C2 > 1 are two
constants. Clearly,

α1(|bnj |, |xnij|) ≤ V (|bnj |, |xnij|) ≤ α2(|bnj |, |xnij|),

which shows the Property 1 of ISS-Lyapunov function holds for V (·, ·) in eqn.
(4).

In the context of RUBMRIO model, let us represent eqn. (1) as,

b(k + 1) = g1(b(k),x(k); d,Y; Λ) (5a)

x(k + 1) = g2(b(k),x(k); d,Y; Λ), (5b)

where b(k), x(k), d, Y and Λ are vectorized forms of bnj (k), xnij(k), dnij, Y
n
j

and λn.
We will now show that Property 2 for an ISS-Lyapunov function holds

for the candidate Lyapunov function. For notational simplicity, henceforth
we will drop the discrete time index k.

Lemma 3. There exists Λ such that the sequences of states generated by eqn.
(5a) and eqn. (5b) are contractions in L2.

Proof: We will use the mean value theorem for vector-valued function (The-
orem 1) to prove the current lemma. If the origin is a fixed point of the
system in eqn. (5), then it is sufficient to show that ∃ δ ∈ (0,v) such that
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eqn. (3) holds and supδ ‖∇h(δ)‖ < 1, where v is an arbitrary vector of states
and controls.

Let h = [g1,g2]
>, also note that if b, x, d and Y are 0 then h is 0. Let,

v′ = 0 and v = [b,x,d,Y]>, eqn. (3) can be written as,∣∣∣∣[ g1(b,x;d,Y)
g2(b,x;d,Y)

]∣∣∣∣ < sup
δ

∥∥∥∥∥
[ ∂g1

∂b
∂g1

∂x
∂g1

∂d
∂g1

∂Y
∂g2

∂b
∂g2

∂x
∂g2

∂d
∂g2

∂Y

]
δ

∥∥∥∥∥ · ∣∣∣[ b x d Y
]>∣∣∣ , (6)

where v′ < |δ| < v.
The partial derivatives in eqn. (6), can be calculated from eqn. (2). As-

suming,

P n
ij =

exp(−λn(bni + dnij))∑J
l=1 exp(−λn(bnl + dnlj))

,

it is easy to see that (Zhao and Kockelman, 2004),

∂g1

∂b
=
∂gn1j
∂bn1

j1

=
∂

∂bn1
j1


M∑
m=1

amnj


J∑
i=1

exp(−λm(bmi + dmij ))(b
m
i + dmij )

J∑
r=1

exp(−λm(bmr + dmrj))




= an1n
j P n1

j1j
[1− λn1{bn1

j1
+ dn1

j1j
−

J∑
l=1

P n1
lj (bn1

l + dn1
lj )}]. (7)

Similarly, we have,

∂g1
∂x

=
∂gn1j
∂xn1

i1j1

= 0, (8a)

∂g1
∂d

=
∂gn1j
∂dn1

i1j1

=
∂

∂dn1
i1j1

{
M∑
m=1

amnj

(
J∑
i=1

Pmij (bmi + dmij )

)}

=


an1n
j1

Pn1
i1j1

[1− λn1{bn1
i1

+ dn1
i1j1
−

J∑
l=1

Pn1
lj1

(bn1
l + dn1

lj1
)}], if, j = j1

0, otherwise.

(8b)

∂g1
∂Y

=
∂gn1j
∂Y n1

j1

= 0 (8c)
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Also,

∂g2

∂b
=
∂gn2ij

∂bn1
j1

=



λn1Pn1
j1j

(Pn1
j1j
− 1)

[
M∑

m=1

an1m
j

(
J∑

l=1

xmjl

)
+ Y n1

j

]
, if, i = j1 , n = n1,

λn1Pn1
ij P

n1
j1j

[
M∑

m=1

an1m
j

(
J∑

l=1

xmjl

)
+ Y n1

j

]
, if, n = n1,

0, otherwise.

(9a)

∂g2

∂d
=

∂gn2ij

∂dn1
i1j1

=



λn1Pn1
i1j1

(Pn1
i1j1
− 1)

[
M∑

m=1

an1m
j1

(
J∑

l=1

xmj1l

)
+ Y n1

j1

]
, if, i = i1, j = j1, n = n1

λn1Pn1
ij1
Pn1
i1j1

[
M∑

m=1

an1m
j1

(
J∑

l=1

xmj1l

)
+ Y n1

j1

]
, if, j = j1, , n = n1,

0, otherwise.

(9b)

∂g2

∂x
=

∂gn2ij

∂xn1
i1j1

=

{
ann1
i1

Pn
ii1
, if, j = i1,

0, otherwise.
(9c)

∂g2

∂Y
=
∂gn2ij

∂Y n1
j1

=

{
Pn1
ij1
, if, j = j1, n = n1,

0, otherwise.
(9d)

As we need to show that state sequences in eqn. (5) are contractions in
L2, we will assume that the vector spaces V1 and V2 are equipped with L2

norm. Hence the operator norm ‖·‖ for the Jacobian matrix in eqn. (6) is the
L2 norm or the spectral norm. But from the equivalence of norms we know
that for a matrix A ∈ Rm×n, we have ‖A‖2 <

√
m‖A‖∞, where subscripts

represent appropriate norms. Hence eqn. (6) can be rewritten as,

∣∣∣∣[ g1(b,x;d,Y)
g2(b,x;d,Y)

]∣∣∣∣
2

<
√

4M + 6J sup
δ

∥∥∥∥∥
[ ∂g1

∂b
∂g1

∂x
∂g1

∂d
∂g1

∂Y
∂g2

∂b
∂g2

∂x
∂g2

∂d
∂g2

∂Y

]
δ

∥∥∥∥∥
∞︸ ︷︷ ︸

‖∇h(δ)‖∞

·

∣∣∣∣∣∣∣∣


b
x
d
Y


∣∣∣∣∣∣∣∣
2

,(10)

Considering the ∞-norm of the Jacobian matrix in eqn. (10), we have,

||∇h(δ)||∞ = max
1≤i≤nv2

nv1∑
j=1

|∇hi,j(δ)| = max
n∈N[1,M ]
i,j∈N[1,J ]

(1S
n
j ,

2S
n
ij) (11)

where, | · | represents the absolute value. Let

Cm
j (k + 1) =

M∑
n=1

amnj Xn
j (k + 1) + Y m

j ,
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then we have,

1S
n
j =

M∑
n1=1

J∑
j1=1

∣∣∣∣∣an1n
j P n1

j1j
[1− λn1{bn1

j1
+ dn1

j1j
−

J∑
l=1

P n1
lj (bn1

l + dn1
lj )}]

∣∣∣∣∣
+

M∑
n1=1

J∑
i1=1

∣∣∣∣∣an1n
j P n1

i1j
[1− λn1{bn1

i1
+ dn1

i1j
−

J∑
l=1

P n1
lj (bn1

l + dn1
lj )}]

∣∣∣∣∣ ,
2S

n
ij =

∣∣λnP n
ij(P

n
ij − 1)Cn

j

∣∣+
M∑
j1=1
j1 6=i

∣∣λnP n
ijP

n
j1j
Cn
j

∣∣+
∣∣λnP n

ij(P
n
ij − 1)Cn

j

∣∣
+

M∑
i1=1
i1 6=i

∣∣λnP n
ijP

n
i1j
Cn
j

∣∣+
M∑

n1=1

J∑
j1=1

∣∣ann1
j P n

ij

∣∣+
∣∣P n

ij

∣∣ .
All the terms in the expression of 2S

n
ij are positive since 0 < P n

ij < 1 and

λn, Cn
j , a

nn1
j ≥ 0. Further factorizing 1S

n
j and 2S

n
ij and letting

∑M
n1=1 a

nn1
j ≤

A <∞ , we have,

1S
n
j = 2×

M∑
n1=1

J∑
j1=1

∣∣∣∣∣an1n
j P n1

j1j
[1− λn1{bn1

j1
+ dn1

j1j
−

J∑
l=1

P n1
lj (bn1

l + dn1
lj )}]

∣∣∣∣∣ ,
(12a)

2S
n
ij = 23λnP n

ijC
n
ij(1− P n

ij) + P n
ij(J

M∑
n1=1

ann1
j + 1)

≤ 23λnP n
ijC

n
ij(1− P n

ij) + P n
ij(JA + 1). (12b)

Let p̄n1
j =

∑J
l=1 P

n1
ij (bn1

l + dn1
lj ), then factorizing eqn. (12a) we have,

1S
n
j ≤ 2

M∑
n1=1

J∑
j1=1

∣∣an1n
j

∣∣ ∣∣P n1
j1j

[1− λn1{bn1
j1

+ dn1
j1j
− p̄n1

j }]
∣∣

= 2
M∑

n1=1

∣∣an1n
j

∣∣( J∑
j1=1

∣∣P n1
j1j

[1− λn1{bn1
j1

+ dn1
j1j
− p̄n1

j }]
∣∣)

≤ 2
M∑

n1=1

J∑
j1=1

∣∣P n1
j1j

[1− λn1{bn1
j1

+ dn1
j1j
− p̄n1

j }]
∣∣ (13)
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The above result is obtained using Holder’s inequality and properties of norm
monotonicity, and further noting that

∑M
n1=1 |a

n1n
j | < 1, ∀ n, j (refer to

Section 2.1 for explanation).
To show that the sequence of states in eqn. (5) is a contraction we need

to show that,

√
4M + 6J sup

δ
‖∇h(δ)‖∞ < 1

⇒
√

4M + 6J

sup
δ

 max
n∈N[1,M ]
i,j∈N[i,j]

(1S
n
j ,

2S
n
ij)

 < 1

⇒
√

4M + 6J

sup
δ

 max
n∈N[1,M ]
i,j∈N[i,j]

(
2

M∑
n1=1

J∑
j1=1

∣∣P n1
j1j

[1− λn1{bn1
j1

+ dn1
j1j
− p̄n1

j }]
∣∣ ,

23λnP n
ijC

n
ij(1− P n

ij) + P n
ij(JA + 1)

))]
< 1. (14)

Point to note is that the arguments of the max function in the above equation
are uniformly continuous ∀ λn. As λn →∞, P n

ij → 0, hence it is easy to see
that,

lim
λ1,λ2,...,λn→∞

2
M∑

n1=1

J∑
j1=1

∣∣P n1
j1j

[1− λn1{bn1
j1

+ dn1
j1j
− p̄n1

j }]
∣∣ = 0,

and
lim

λ1,λ2,...,λn→∞
23λnP n

ijC
n
ij(1− P n

ij) + P n
ij(JA + 1) = 0.

Therefore, we can choose large enough λn, n = 1, . . . ,M , such that both the
arguments of the max function in eqn. (14) can be made arbitrarily small
∀ δ ∈ (0,v). Hence, we can say that the sets,

ΛS1 := {λn1 : λn1 ∈ R, 2
M∑

n1=1

J∑
j1=1

∣∣P n1
j1j

[1− λn1{bn1
j1

+ dn1
j1j
− p̄n1

j }]
∣∣ < 1}

and

ΛS2 := {λn : λn ∈ R, 23λnP n
ijC

n
ij(1− P n

ij) + P n
ij(JA + 1) < 1},
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are nonempty. So clearly,

Λ :=

λn : λn ∈ R,
√

4M + 6J

 sup
δ∈(0,v)

 max
n∈N[1,M ]
i,j∈N[i,j]

(1S
n
j ,

2S
n
ij)

 < 1

 6= ∅
(15)

Hence, letting

√
4M + 6J

 sup
δ∈(0,v)

 max
n∈N[1,M ]
i,j∈N[i,j]

(1S
n
j ,

2S
n
ij)

 < L ≤ 1

Hence we can write eqn. (10) as∣∣∣∣[ g1(b,x; d,Y)
g2(b,x; d,Y)

]∣∣∣∣
2

< L ·
∣∣∣[ b x d Y

]>∣∣∣
2
. (16)

Lemma 4. There exists a class K∞ function α3, and a class K function β
such that V (·, ·) in eqn. (4) satisfies Property 2 of an ISS-Lyapunov function.

Proof: From eqn. (16) we have,

M∑
n=1

J∑
j=1

(gn1j)
2 +

M∑
n=1

J∑
i=1

J∑
j=1

(gn2ij)
2 < L

(
J∑
j=1

M∑
n=1

(bnj )2 +
J∑
i=1

J∑
j=1

M∑
n=1

(xnij)
2

+
J∑
i=1

J∑
j=1

M∑
n=1

(dnij)
2 +

J∑
j=1

M∑
n=1

(Y n
j )2

)
(17)

The left hand side of Property 2 for the RUBMRIO model given by eqn. (5),
with the candidate ISS-Lyapunov function in eqn. (4), can be written as,

V (|gn1j |, |gn2ij |)− V (|bnj |, |xnij |) =

J∑
j=1

M∑
n=1

[(gn1j)
2 − (bnj )2] +

J∑
i=1

J∑
j=1

M∑
n=1

[(gn2ij)
2 − (xnij)

2]

< −[1− L]

 J∑
j=1

M∑
n=1

(bnj )2 +

J∑
i=1

J∑
j=1

M∑
n=1

(xnij)
2


︸ ︷︷ ︸

α3 (class K∞ function)

+L

 J∑
i=1

J∑
j=1

M∑
n=1

(dnij)
2 +

J∑
j=1

M∑
n=1

(Y nj )2


︸ ︷︷ ︸

β (class K function)

= −α3(|bnj |, |xnij |) + β(|dnij |, |Y nj |), (18)

where α3(|bnj |, |xnij|) and β(|dnij|, |Y n
j |) are class K∞ and class K functions as

defined above. This shows that the candidate ISS-Lyapunov function in eqn.
(4) satisfies Property 2 of an ISS-Lyapunov function.
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Theorem 2. The function V (·, ·) in eqn. (4) is an ISS-Lyapunov function
and hence the fixed point of the RUBMRIO model given by eqn. (2) is stable.

Proof: From Lemma 2 and Lemma 4, we can see that V (·, ·) in eqn. (4) is
an ISS-Lyapunov function for the system in eqn. (2). Now using Lemma 1,
it can be said that the fixed point of the discrete dynamical system in eqn.
(2) is ISS.

3.3. Discussion

The above analysis in Section 3.2 implies, for the solution of the RUBM-
RIO model to be ISS the dispersion parameters should be in the set defined in
eqn. (15). The economic interpretation of this is, to guarantee input-to-state
stability of eqn. (2) the commodity flows should be local and concentrated.
The majority of the flow to the destination region should originate in the
region offering the minimum total cost, defined as pnij = bnj + dnij (see (Zhao
and Kockelman, 2004), Section 3.1.2 for explanation).

For arbitrary values of the dispersion parameter λn, the purchase proba-
bility, defined as P n

ij here, is small only when the total cost pnij is sufficiently
large, such that,

lim
pnij→∞

2
M∑

n1=1

J∑
j1=1

∣∣P n1
j1j

[1− λn1{bn1
j1

+ dn1
j1j
− p̄n1

j }]
∣∣ = 0,

and
lim

pnij→∞
23λnP n

ijC
n
ij(1− P n

ij) + P n
ij(JA + 1) = 0.

for all values of n = 1, . . . ,M and i, j = 1, . . . , J . If the above happens, it is
easy to see that the values of 1S

n
j and 2S

n
ij are sufficiently small such that,

√
4M + 6J

 sup
δ∈(0,v)

 max
n∈N[1,M ]
i,j∈N[i,j]

(1S
n
j ,

2S
n
ij)

 < 1

Hence we can say that for sufficiently large value of total cost pnij the solution
of the discrete dynamical system in eqn. (2) is ISS.

However, nothing can be concluded regarding input-to-state stability of
the solutions of eqn. (2), if both the dispersion parameter λn and the total
cost pnij are arbitrary.
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4. Inverse Identification Methodology for RUBMRIO Model Based
on Optimal Control

The method of inverse identification of the RUBMRIO model inputs de-
rives its roots from the theory of inverse problems (Tarantola, 2002). In this
work, inverse identification done by posing the problem of “calibrating the
exogenous inputs” of the RUBMRIO model as an optimization problem. The
resulting optimization problem is then solved in optimal control framework.
For the sake of brevity the authors have decided to omit discussion on inverse
problems. Interested readers may consult (Hansen, 2010) for introductory
materials regarding inverse problems. However, in the sections following, we
have discussed the motivation behind proposing such a methodology in the
context in RUBMRIO models and the significant advantages it provides.

4.1. Motivation

The original iterative solution to the RUBMRIO model finds the com-
modity flows and the production costs, xnij and bnj respectively in eqn. (2),
given the exogenous inputs ( which are the final demand and the transporta-
tion costs here) specified by the social planner. In the context of inverse
identification we will call it as forward model. The solution obtained by solv-
ing the forward model is called as the forward solution. However often a
desired level of steady state commodity flow or production cost is sought.
Here the social planner’s task is to calibrate the RUBMRIO model such that
the exogenous inputs that he/ she decides, leads to the desired level of com-
modity flows and production costs. We will call it as the inverse problem.
The exogenous input levels found by solving the inverse problem is called as
inverse solution.

To this end, we were interested in only the forward model, where the
social planner’s job was to provide the exogenous input values. The forward
solutions were obtained when the RUBMRIO model reached a steady state
solution. Inverse solutions are found by solving an optimization problem
where the objective is that the optimal flows and production costs meet
the desired level of flows and production costs. The optimal solution is
constrained such that it satisfies the original RUBMRIO iterative equations.
Thus the proposed inverse identification methodology finds the exogenous
inputs that will yield the desired level of commodity flows and production
costs when the forward model is solved, up to an acceptable order of accuracy.
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However, the proposed inverse identification methodology will yield mean-
ingful solutions, only if solution exists for the optimal control problem. In the
present work, we will operate under this caveat, whenever we formulate the
optimal control problem for inverse identification of inputs. Interested read-
ers are directed towards Ref. (Bryson and Ho, 1975) for an in-depth analysis
on existence and uniqueness of solutions to optimal control problems.

4.2. Advantages of Using an Inverse Identification Methodology

Traditionally, for RUBMRIO model, the social planner chooses the exoge-
nous inputs carefully and checks by solving the forward model, if the outputs
of the RUBMRIO model match the one that the social planner expects. This
is often a delicate task requiring years of expertise and is also time consuming
(Dutta et al., 2014). The goal of inverse identification methodology is to help
the social planner choose inputs. Formulating the problem of designing the
exogenous inputs as an optimal control problem, eases the task of calibra-
tion. Moreover, It is also a robust method as the inputs are solutions of an
optimization problem. Once the formulation is complete, one can use read-
ily available optimization solvers to solve the problem (Nocedal and Wright,
1999).

4.3. Similarity to Supply-Driven Models

The technique of inverse identification presented here has some similari-
ties to supply-driven models, like Ghosh’s model (Ghosh, 1958), in essence
that it is an inverse identification of a RUBMRIO model which is demand-
driven. But it is well known that Ghosh’s model becomes implausible for
market economies (Oosterhaven, 1988). The extension to Ghosh’s model has
been proved to be implausible for centrally planned economies too (Ooster-
haven, 2012).

Hence, in this work we use equations of the RUBMRIO model which come
from the original demand-driven input-output model proposed by Leontief
(Leontief, 1953). The solution of proposed inverse identification problem is
subject to it satisfying the RUBMRIO model.

4.4. Problem Formulation

For the current case, we find the control inputs, i.e. the final demand and
the transportation costs given desired values for production costs and com-
modity flows. We have formulated two optimal control problems depicting
two different scenarios, to find the inputs to the RUBMRIO model. However

16



the inverse problem formalism for the RUBMRIO model is not limited to
these two cases and can be extended to any number of scenarios.

4.4.1. Scenario 1

Here an optimal control problem is solved to design the control inputs
and the parameters such that the steady state production costs b̂nj and the
commodity flows x̂nij obtained by solving eqn. (2) are close to the desired
costs and flows given by b̄nj and x̄nij. Since we have assumed that the states of
the RUBMRIO model in eqn. (2) are in L2, the formulation of the optimal
control problem is posed as a L2 norm minimization problem, which is given
by,

min
Ym
k ,dmrk

m∈N[1,M ]
r,k∈N[1,J ]

M∑
n=1

J∑
j=1

(b̄nj − b̂nj )2 +
M∑
n=1

J∑
i=1

J∑
j=1

(x̄nij − x̂nij)2, (19a)

subject to,

b̂nj =
M∑
m=1

amnj


J∑
i=1

exp(−λm(b̂mi + dmij ))(b̂
m
i + dmij )

J∑
r=1

exp(−λm(b̂mr + dmrj))



x̂nij =

[
M∑
m=1

anmj

(
J∑
l=1

x̂mjl

)
+ Y n

j

] exp(−λn(b̂ni + dnij))
J∑
r=1

exp(−λn(b̂nr + dnrj))

 (19b)

As stated in Section 2.1, we find the final demands Y m
k and the transporta-

tion costs dmrk, m ∈ N[1,M ] and r, k ∈ N[1, J ], such that the desired objective
in eqn. (19a) is met, while satisfying the constraints in eqn. (19b).

4.4.2. Scenario 2

In this scenario, the control inputs (final demand and transportation
costs) are found such that the commodity flow and the production prices
track pre specified trajectories. Let the trajectories of the state variables are
given by b̄nj (k) and x̄nij(k) where k = 1, . . . , N is the iteration counter with N
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being the maximum number of iteration allowed. The optimization problem
is then formulated as

min
Ym
k ,dmrs

m∈N[1,M ]
r,s∈N[1,J ]

N∑
k=1

[
M∑
n=1

J∑
j=1

(b̄nj (k)− bnj (k))2 +
M∑
n=1

J∑
i=1

J∑
j=1

(x̄nij(k)− xnij(k))2

]
,

(20a)

subject to,

bnj (k + 1) =
M∑
m=1

amnj


J∑
i=1

exp(−λm(bmi (k) + dmij ))(b
m
i (k) + dmij )

J∑
r=1

exp(−λm(bmr (k) + dmrj))



xnij(k + 1) =

[
M∑
m=1

anmj

(
J∑
l=1

xmjl (k)

)
+ Y n

j

] exp(−λn(bni (k) + dnij))
J∑
r=1

exp(−λn(bnr (k) + dnrj))


(20b)

4.5. Solution Methodology

The problem given in eqn. (19) can be solved using general constrained
optimization techniques. A nonlinear programming solver can be used to
solve the problem. Details of how the solution can be obtained via nonlinear
programming has been omitted here and can be found in Ref. (Nocedal and
Wright, 1999).

The second problem in eqn. (20) can be solved using discrete time optimal
control techniques. Let us represent the discrete dynamical system as in eqn.
(5), which for the present case are the constraints. In the context of the
current work, let yk = [b(k) x(k)] be the states of the RUBMRIO model
and u = [d,Y] be the control inputs. Then without loss of generality, the
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optimization problem in eqn. (20) can be then written as,

min
u

N∑
k=1

φ(yk)

subject to,

yk+1 = h(yk,u) (21)

where h has the same meaning as in Lemma 3. Further, augmenting the
objective function φ(yk) using KKT multipliers ΓTk , we have,

L = φ(yN) +
N−1∑
k=1

[
φ(yk) + Γ>k+1 (yk − h(yk,u))

]
(22)

The optimal u for the above problem is found using Pontryagin’s minimum
principle (Athans, 1967) which translates to solving the following system of
equations simultaneously,

yk+1 = h(yk,u) (23a)

Γk =

(
∂h(yk,u)

∂yk

)>
Γk+1 +

∂φ(yk)

∂yk
(23b)

0 =

(
∂h(yk,u)

∂u

)>
Γk+1 +

∂φ(yk)

∂u
(23c)

0 =

(
ΓN −

∂φ(yN)

∂yN

)>
dyN (23d)

Details of how eqn. (23a)- (23d) are obtained can be found in Chapter 2 in
Ref. (Bryson and Ho, 1975).

5. Application of the Proposed Optimal Control Methodology

In this section we demonstrate the proposed optimal control methodology
to find inputs of a RUBMRIO model when applied to an example problem.
The example that is used is same as the one in Ref. (Zhao and Kockelman,
2004). However, in the present case we consider the inputs, i.e. the trans-
portation costs (dnij) and the final demand (Y n

j ), to be unknowns. The inputs
are found such that the states i.e. the commodity flows (xnij) and the pro-
duction prices (bnj ) satisfy desired optimality criterion. The two scenarios
presented in Section 4 are investigated.
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The number of economic sectors (M) and the number of geographical
zones (J) in the example problem are 2 and 2, respectively. The techni-
cal coefficients (amnj ) and the dispersion parameter (λn) are assumed to be
constants. Their values are given in Table 1.

Table 1: Values of amnj and λn.

Variable Value Zones
a11j 0.2 j = 1, 2
a12j 0.8 j = 1, 2
a21j 0.7 j = 1, 2
a22j 0.1 j = 1, 2
λ1 15
λ2 0.2

5.1. Application of Scenario 1

We first apply the optimal control problem presented in Section 4.4.1 to
the example problem. Here our task is to solve the find control inputs that
lead to a desired steady state value. The desired steady state values for each
state are given in Table 2. These values are the same as the steady state
values obtained in Ref. (Zhao and Kockelman, 2004). We will check to see if
the optimal control methodology is able to predict the control input values
needed to obtain the state state.

Table 2: Desired steady state values for xnij and bnj .

x̄nij (in units of commodity) b̄nj (in $s)

Sector 1
x̄111 = 307.072, x̄112 = 0.0 b̄11 = 18.958

x̄121 = 0.040, x̄122 = 1730.404 b̄12 = 11.554

Sector 2
x̄211 = 132.386, x̄212 = 49.736 b̄21 = 18.875
x̄221 = 120.777, x̄222 = 1359.615 b̄22 = 11.335

The optimal control problem given in eqn. (19) is first converted into a
nonlinear programming (NLP) problem. Then NLP solvers are used to solve

20



the resulting problem. In this work we used trust region based methods
to solve the NLP problem. The NLP solver user here was fmincon from
MATLAB R© (Branch and Grace, 1996).

Table 3, Column 2 shows the actual input values reported in Ref. (Zhao
and Kockelman, 2004) that are used to get the steady state values in Table 2.
The percentage errors of the initial guess values supplied to the optimization
problem and the final optimized input values, from the actual input values
are also presented. The percentage error is calculated as follows,

Ei =
ui − ua
ua

× 100, Eo =
uo − ua
ua

× 100,

where Ei and Eo are initial and optimized percentage error respectively. ua
is the actual control input value and ui and uo are initial and optimized input
values, respectively.

We can see that there is a large error between initial guesses of inputs
supplied to the optimal control problem and the actual values of inputs.
However the final optimized values obtained after solving the optimal control
problem in eqn. (19) are close to the actual values, for all the inputs except for
d212. For a sanity check, the steady state values for the RUBMRIO model are
found using the input values obtained after optimization. It is observed that
the even with different values of d112 same steady state levels are obtained.
Hence, the inverse problem (finding the inputs from states) in this case has
non unique solutions. The actual value of d112 is recovered with better initial
guess.

Figure 1 shows how the objective function and the normed difference
between the control input values obtained from the NLP algorithm and the
actual input values, vary with each iteration of the NLP solver.

5.2. Application of Scenario 2

For the optimization problem given in eqn. (20), we use the same example
as used in the Section 5.1. The maximum number of iterations allowed is
fixed to N = 100. The reference trajectories for the state variables are set to
the ones followed, when the values of the inputs are same as given in Table
3, Column 2.

Figure 2 shows plot for error between state trajectories before optimiza-
tion and the reference state trajectory. Figure 3 shows the plot for error
between the reference values and the optimized values of commodity flows
and the production costs (which are the states), respectively. The optimized
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Table 3: Comparison of values of the control inputs before and after optimization to the
actual input values used in Ref. (Zhao and Kockelman, 2004). Y nj has the unit of units of
commodity demanded and dnij has the unit of $s.

Input
Actual Values before Percentage Values after Percentage

values (ua) optimization (ui) error (Ei) optimization (uo) error (Eo)
Y 1
1 100 302.871 202.871% 100.00 −1.28× 10−5%
Y 1
2 200 602.401 207.281% 200.001 7.78× 10−4%
Y 2
1 20 61.456 201.201% 20.001 3.27× 10−4%
Y 2
2 50 150.426 200.851% 50.001 2.78× 10−3%
d111 2 7.265 263.264% 1.999 -0.008%
d112 10 32.377 223.766% 10.000 0.0002%
d121 10 32.878 228.785% 10.000 0.0009%
d122 1 5.547 454.739% 1.000 0.0026%
d211 2 8.747 337.360% 2.000 0.0074%
d212 10 31.967 219.672% 15.000 50.00%
d221 10 30.107 201.071% 1.000 -0.0004%
d222 1 5.802 480.198% 0.999 -0.0075%
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Figure 1: Variation of the objective function and the normed difference between calculated
and the actual input values. u refers to control input values obtained using the NLP solver
at a given iteration. ua is the actual input value (Table 3 Column 2).
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values are the state values obtained after applying the proposed optimal
control methodology described in Section 4.4.2.

It is observed that the proposed optimal control methodology is able
to reduce error between reference and optimized state trajectory up to an
acceptable level of accuracy. Hence it can be said that the optimal control
methodology that is formulated in eqn. (20) is able to find inputs to the
RUBMRIO model which will track a reference trajectory for the states.

6. Conclusions and Scope for Future Work

This work presents a novel methodology based on optimal control, to ob-
tain inputs to the random utility based multiregional input-output (RUBM-
RIO) model given desired values for states. The states of the RUBMRIO
model are the commodity flows and the production costs and the inputs are
the final demand and the transportation costs.

At first it was shown that the RUBMRIO model can be formulated as
a nonlinear discrete time dynamical system. Further it was proven that the
resulting dynamical system is input-to-state stable. Then an optimal control
methodology was postulated which would find the transportation costs and
the final demand of the RUMBRIO model given desired commodity flow
values and production costs.

The optimal control methodology was formulated for two different sce-
narios. Further they were applied to an example problem. For the first
scenario, it was found that the proposed optimal control methodology could
predict the all, but one of the inputs, upto an acceptable level of accuracy.
For the second scenario, it was observed that the optimized control inputs
could track a reference trajectory for the states accurately.

In future we are interested in applying the optimal control methodology to
a large scale land use and transportation system, modeled based on random
utility theory. The land use and transportation model would consists of
several zones and sectors. Moreover, a comparison between traditional and
the proposed inverse identification method for solving the RUBMRIO model
will also be included. Further our goal is to generalize the optimal control
methodology such that it can be applied to any land use and transportation
model, regardless of the definition of the dynamical system.
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Figure 2: Figure showing the error between reference and initial trajectories of the state
variables.
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Figure 3: Figure showing the error between reference and optimized trajetories of the state
variables.
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Appendix A. All Equations of the RUBMRIO Model

ϑnij(k + 1) = −(bni (k) + dnij + εnij), (A.1a)

υnij(k + 1) = −(bni (k) + dnij), (A.1b)

Xm
i (k + 1) =

J∑
j=1

xmij (k), (A.1c)

Cm
j (k + 1) =

M∑
n=1

amnj Xn
j (k + 1) + Y m

j , (A.1d)

xnij(k + 1) = Cn
j (k + 1)

exp(λnυnij(k + 1))
J∑
r=1

exp(λnυnrj(k + 1))

, (A.1e)

cnij(k + 1) =

J∑
i=1

xnij(k + 1)(bni (k) + dnij)

J∑
i=1

xnij(k + 1)

, (A.1f)

bnj (k + 1) =
M∑
m=1

amnj × cmj (k + 1), (A.1g)

• In eqn. (A.1a) ϑnij is the utility of purchasing a dollar worth of sector
n from region i to use for production in region j. εnij is a random error
term following i.i.d. Gumbel distribution.

• In eqn. (A.1b) υnij is called the systematic utility.

• In eqn. (A.1c) Xm
i is the total commodity outflow of sectors m in region

i.

• In eqn. (A.1d) Cm
j is the total consumption (inflow) of sector m to

region j.

• In eqn. (A.1f) cnj is the average cost of using sector n for production in
region j.
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