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Abstract

The ability to predict and therefore to anticipate the fu-
ture is an important attribute of intelligence. It is also of
utmost importance in real-time systems, e.g. in robotics or
autonomous driving, which depend on visual scene under-
standing for decision making. While prediction of the raw
RGB pixel values in future video frames has been studied
in previous work, here we focus on predicting semantic seg-
mentations of future frames. More precisely, given a se-
quence of semantically segmented video frames, our goal
is to predict segmentation maps of not yet observed video
frames that lie up to a second or further in the future. We de-
velop an autoregressive convolutional neural network that
learns to iteratively generate multiple frames. Our results
on the Cityscapes dataset show that directly predicting fu-
ture segmentations is substantially better than predicting
and then segmenting future RGB frames. Our models pre-
dict trajectories of cars and pedestrians much more accu-
rately (25%) than baselines that copy the most recent se-
mantic segmentation or warp it using optical flow. Predic-
tion results up to half a second in the future are visually con-
vincing, the mean loU of predicted segmentations reaching
two thirds of the real future segmentations.

1. Introduction

Prediction and anticipation of future events is a key
component to intelligent decision-making [27]. Building
smarter robotic systems and autonomous vehicles implies
making decisions based on the analysis of the current situ-
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Figure 1: Given the semantic segmentation of past frames
obtained by a state of the art model, our goal is to predict
segmentations of future frames that have not yet been ob-
served. Our models solve this task by learning the semantic-
level scene dynamics.

ation and hypotheses made on what could happen next [7].
While humans can predict vehicle or pedestrian trajectories
effortlessly and at the reflex level, it remains an open chal-
lenge for current computer vision systems.

The task of predicting future RGB video frames given
preceding ones is an interesting one to assess if current vi-
sion systems are able to reason about future events, and
it has recently received significant attention [25, 26, 22].
Modeling the raw RGB intensities, however, might be a task



that is overly complicated as compared to predicting future
high-level scene properties, while the latter is sufficient for
many applications. Such high-level future prediction has
been studied in various forms, e.g. by explicitly forecast-
ing trajectories of people and other objects in future video
frames [1, 17]. In our work we do not explicitly model ob-
jects or other scene elements, but instead model the dynam-
ics of semantic segmentation maps of object categories im-
plicitly using convolutional neural neural networks.

Semantic segmentation is one of the most complete
forms of visual scene understanding, where the goal is to la-
bel each pixel with the corresponding semantic label (e.g.,
tree, pedestrian, car, etc.). In our work, we build upon the
recent progress in this area [8, 19, 18, 23, 24, 36], and de-
velop models to predict the semantic segmentation of future
video frames, given the segmentation of several preceding
frames. See Figure 1 for an illustration.

The pixel-level annotations needed for semantic segmen-
tation are expensive to acquire, and this is even worse if
we need annotations for each video frame to learn models
to predict future semantic segmentations. To alleviate this
issue we rely on state-of-the-art semantic image segmenta-
tion models to label all frames in videos, and then learn our
future segmentation prediction models from these automat-
ically generated annotations.

We systematically study the effect of using RGB frames
and/or segmentations as inputs and outputs for our mod-
els, and the impact of various loss functions. Our experi-
ments on the Cityscapes dataset [4] suggest that it is advan-
tageous to directly predict future frames at the more abstract
semantic-level, rather than to predict at the low-level RGB
appearance of future frames [22, 25] and then to apply a
semantic segmentation model to these. By moving away
from raw RGB predictions and modeling pixel-level object
labels instead, we believe that more of the network’s mod-
eling capacity is allocated to learn basic physics and object
interaction dynamics. Moreover, artifacts in the predicted
RGB frames can lead to poor performance of still image
semantic segmentation models.

In this work we make three contributions:

e Our approach is the first to predict future semantic seg-
mentations without requiring extremely costly tempo-
rally dense video annotation. Its genericity allows dif-
ferent architectures for still-image segmentation and
future segmentation prediction to be swapped in.

e We propose an autoregressive training strategy that
outperforms predicting multiple future frames in a sin-
gle feed-forward batch model.

e Our model convincingly predicts segmentations up to
0.5 seconds into the future, the mean IoU of our pre-
dictions reaches two thirds of the one obtained by a
state-of-the-art semantic segmentation model [36].

2. Related work

Here we discuss the most relevant related work on video
forecasting and on disambiguating learning under uncer-
tainty, in particular using adversarial training.

Video forecasting. Several authors developed methods
to improve the temporal stability of semantic video segmen-
tation. Jin et al. [14] train a model to predict the semantic
segmentation of the immediate next image from the preced-
ing input frames, and fuse this prediction with the segmen-
tation computed from the next input frame. Nilsson and
Sminchisescu [23] use a convolutional RNN model with a
spatial transformer component [13] to accumulate the in-
formation from past and future frames in order to improve
prediction of the current frame segmentation. In a similar
spirit, Patraucean et al. [24] employ a convolutional RNN to
explicitly predict the optical flow, and use these to warp and
aggregate per-frame segmentations. In contrast, our work
is focused on predicting future segmentations without see-
ing the corresponding frames. Most importantly, we target
a longer time horizon than a single frame.

A second line of related work focuses on generative
models for future video frame forecasting. Ranzato et
al. [25] introduced the first baseline of next video frame pre-
diction. Srivastava et al. [26] developed a Long Short Term
Memory (LSTM) [12] architecture for the task, and demon-
strated a gain in action classification using the learned fea-
tures. Mathieu et al. [22] improved the predictions using a
multi-scale convolutional architecture, adversarial training
[10], and a gradient difference loss. To reduce the number
of parameters to estimate, several authors re-parameterize
the problem to predict frame transformations instead of raw
pixels [9, 28]. Luo et al. [21] employ a convolutional LSTM
architecture to predict sequences of up to eight frames of
optical flow in RGBd videos. The video pixel network of
Kalchbrenner et al. [15] also uses LSTMs, and factorizes
the temporal and spatial/color dimensions. Rather than pre-
dicting pixels or flows, Vondrick et al. [29] instead predict
features in future frames. They predict the activations in
the penultimate layer of the AlexNet in future frames, and
use these to predict the presence of human actions in these
frames.

Learning with uncertainty.  Generative Adversar-
ial Networks (GAN) [10] and Variational Auto-Encoders
(VAE) [16] are recent unsupervised learning methods that
can be used to deal with the inherent uncertainty in future-
prediction tasks. GAN training has recently been improved
using the Wasserstein GAN approach of Arjovsky and Bot-
tou [2], and the energy based approach of Zhao et al. [37].
An interesting approach using GANs for unsupervised im-
age representation learning is proposed in [S], where the
generative model is trained along with an inference model
that maps images to their latent representations. Vondrick



Model Input Output
XoX X1 X1
S2S S Stt1
XS2X (X1.¢,51:4) X1
XS28 (X1.t,51:1) St+1
XS$2XS (X1, 51:4)  (Xeg1, Set1)

Table 1: The 5 models for single-frame prediction.

et al. [30] showed that GANs can be applied to video gener-
ation. They use a two-stream generative model: one stream
generates a static background, while the other generates a
dynamic foreground sequence which is pasted on the back-
ground. Yang et al. [35] use similar ideas to develop an
iterative image generation model where objects are sequen-
tially pasted on the image canvas using a recurrent GAN.
Xue et al. [34] predict future video frames from a single
given frame using a VAE approach. Similarly, Walker et
al. [31] perform forecasting with a VAE, predicting feature
point trajectories from still images.

3. Predicting future frames and segmentations

This section first presents the different scenarios that we
investigated to predict RGB pixel values and/or segmenta-
tions of the next frame. Then we describe two extensions of
the single frame prediction model to predict further into the
future.

3.1. Single frame prediction models

Manual pixel-level supervision is laborious to acquire for
still image semantic segmentation, and even more so for all
frames in semantic video segmentation. To circumvent the
need for datasets with per-frame annotations, we use the
state-of-the-art multi-scale Dilated-10 semantic image seg-
mentation network [36] to provide target semantic segmen-
tations for all frames in each video. Then, we use the result-
ing temporally dense sequences of segmentations to learn
our models.

Let us denote with X; the i-th frame of a video sequence,
and denote the sequences of frames from X, to X1 as X;.7.
We denote by .S; the semantic segmentation of frame X,
given the Dilated-10 network. We represent the segmenta-
tions .S; using log-probabilities rather than the output of the
softmax probabilities. This is motivated by recent observa-
tions in network distillation that the log-probabilities carry
more information when training one network on the outputs
of another network [3, 11]. For single-frame future predic-
tion, we consider five different models that differ in whether
they take RGB frames and/or segmentations as their input
and output. We list these models in Table 1.

Architectures. Model X2X is a next-frame prediction
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Figure 2: Multi-scale architecture of the S2S model that pre-
dicts the semantic segmentation of the next frame given the
segmentation maps of the N previous frames.

model, for which we use the multi-scale network of Math-
ieu et al. [22], with two spatial scales. Noting C' the num-
ber of output channels, each scale module corresponds to a
simple four-layer convolutional network alternating convo-
lutions and ReL.U operations, containing feature maps with
128, 256, 128, C channels each, and convolution kernels of
size 3 for the smaller scale, and of 5, 3, 3, 5 for the largest
scale. No pooling is employed. The last non-linear function
is a hyperbolic tangent, to ensure that the (normalized) RGB
values lie in the range [—1, 1]. The output at a coarser scale
is up-sampled, and used in input to the next scale module
together with a copy of the input at that scale.

For models that output segmentations, we removed the
last hyperbolic tangent non-linearities for the correspond-
ing output channels, since the class log-probabilities are not
limited to a fixed range. Apart from this difference, the S2S
model, that predicts the future segmentation from past ones,
has the same architecture as the X2X model. The multi-
scale architecture of the S2S model is illustrated in Figure 2.
The other models (XS2X, XS2S, and XS2XS), which take
both RGB frames and segmentation maps as input, also use
the same internal architecture, and just vary in the number
of input and output channels.

Loss function. Following [22], for all models the loss
function between the model output Y and the target output
Y is the sum of an ¢; loss and a gradient difference loss:

E(y, Y) =L,y (Y, Y)+ ﬂgd1(Y, Y). (1)



Using Y;; to denote the pixel elements in Y, and similarly
for f/, the losses are defined as:

Lo, (YY) = Vi =Yy, 2)
4,J

Lea(Y,Y) = Z “ng — Y1 - |5A/zg - 571'—1,3"
,J

+“Yi,j—1 — Y| = |Yijo1 — Vi

)

where | - | denotes the absolute value function. The ¢; loss
tries to match all pixel predictions independently to their
corresponding target values. The gradient difference loss
[22], instead, penalizes errors in the gradients of the tar-
get image and the predicted one. This loss is relatively in-
sensitive to low-frequency mismatches between prediction
and target (e.g., adding a constant to all pixels does not af-
fect the loss), and is more sensitive to high-frequency mis-
matches that are perceptually more significant (e.g. blurring
the contours of an object). We present a comparison of this
loss with a multiclass cross entropy loss in Section 4.

Adversarial training. As shown by Mathieu et al. [22]
in the context of raw images, introducing an adversarial loss
term allows the model to disambiguate between modes cor-
responding to different turns of events, and reduces blur as-
sociated with this uncertainty. A recent study by Luc et
al. [20] has demonstrated the positive influence of the ad-
versarial training for semantic image segmentation, and its
effectiveness in detecting higher-order spatial inconsisten-
cies in the produced outputs.

Our formulation of the adversarial loss term is based on
the principles of recently introduced Wasserstein GAN [2],
with some modifications for the semantic segmentation ap-
plication. In the case of the S2S model, the discriminator
De is trained to maximize the ¢; distance between ground
truth sequences (Si.;,Si+1) and sequences (S7., §t+1)
predicted by our model:

max |0(De (Svr, Se41)) = o(Do(S1e: Si1))|, (@)

where © is the set of parameters of the discriminator D.
The outputs produced by the predictive model are log-
probability maps with unbounded values. In the Wasser-
stein GAN setting, they are encouraged to grow indefinitely.
To avoid this and stabilize training, we employ an additional
sigmoid non-linearity ¢ at the output of the discriminator,
and set explicit targets for two kinds of outputs: O for the
sequences produced by the generator and « for real training
sequences (.S7.¢, S¢+1), where =17 to avoid saturation.
The adversarial regularization term for our predictive
model (i.e. the “generator”) then takes the following form:

£adv(St+1>St+1) = )\‘U(D@(Sl:ugwl)) - Oé|- )

Figure 3: Illustration of the model for single time-step pre-
diction (top), and extensions for multiple time-step pre-
diction: the autoregressive model (middle), and the batch
model (bottom). The autoregressive model shares parame-
ters over time; dependency links are colored accordingly.

The structure of the discriminator network is derived
from the two-scale architecture described above. The
coarse-scale subnetwork has a single convolutional layer
128x3x3, followed by three fully connected layers with
512, 256 and 1 hidden units respectively. The fine-
scale subnetwork consists of three convolutional layers
(128x3x3, 128x3x3, 256x3x3) and three fully con-
nected layers with 512, 256, 1 hidden units.

Following [2], we employ clipping of the discriminator
weights © to the range [—0.01, 0.01] after each gradient up-
date, and set the target coefficient «=0.9 to prevent satu-
ration. In our setting, every iteration of the discriminator
training is followed by a single update of the generator pa-
rameters. We found that A=0.1 provides the optimal bal-
ance between the loss terms.

3.2. Predicting deeper into the future

We consider two extensions of the previous models to
predict further into the future than a single frame. The first
is to expand the output of the network to comprise a batch



of m frames, i.e. to output Xy y1.41 ., and/or Syy1.44pm. We
refer to this as the “batch” approach. The drawback of this
approach is that it ignores the recurrence structure of the
problem. That is, the fact that S;,; depends on Si.; in the
same manner as Sy ;o depends on S3.;11. As a result, the
capacity of the model is split to predict the m output frames,
and the number of parameters in the last layer scales linearly
with the number of output frames.

In our second approach, we leverage the recurrence prop-
erty, and iteratively apply a model that predicts a single step
into the future, using its prediction for time ¢ + 1 as an input
to predict at time ¢ + 2. This allows us to predict arbitrar-
ily far into the future in an autoregressive manner, without
resources scaling with the number of time-steps we want to
predict. We refer to this approach as “autoregressive”. See
Figure 3 for a schematic illustration of the single time-step
model, and the two extensions for longer term prediction.

For the autoregressive mode, we either use the models
as trained to predict one time-step ahead as they are, or we
fine-tune these models by taking into account the impact
the autoregressive approach has on predictions farther away
than a single frame. In the latter case, during training we
first make a forward pass, predicting one frame ahead at a
time, and using the most recent outputs to predict the next
time step. We then back-propagate the gradients through
time [33], where the gradients w.r.t. the prediction at time ¢
are based on the loss at time ¢, and the impact on the losses
at later time steps.

4. Experiments

Before presenting our experimental results, we first de-
scribe the dataset and evaluation metrics in Section 4.1. We
then present results on single-frame prediction, mid-term
prediction (0.5 sec.), and long-term prediction (10 sec.).

4.1. Dataset and evaluation metrics

The Cityscapes dataset [4] contains 2,975 training, 500
validation and 500 testing video sequences of 1.8 second.
Each sequence consists of 30 frames, and a ground-truth
semantic segmentation is available for the 20-th frame. We
measure the performance of our models on the Cityscape
validation set, and refer to the supplementary material for
results on the test set.

We assess performance using the standard mean In-
tersection over Union (IoU) measure, computed w.r.t. the
ground truth segmentation of the 20-th frame in each se-
quence (IoU GT). We also compute the IoU measure
w.r.t. the segmentation produced using the Dilated-10 net-
work [36] for the 20-th frame (IoU SEG). The segmentation
outputs of the Dilated-10 network are produced at a resolu-
tion of 256 x 128 pixels. The IoU SEG metric allows us
to validate our models w.r.t. the target segmentations from
which they are trained. Finally, we compute the mean IoU

across categories that can move in the scene: person, rider,
car, truck, bus, train, motorcycle, and bicycle (IoU-MO, for
“moving objects”).

To evaluate the quality of the frame RGB predictions,
we compute the Peak Signal to Noise Ratio (PSNR) and
the Structural Similarity Index Measure (SSIM) measures
[32]. The SSIM measures similarity between two images,
ranging between -1 for very dissimilar inputs to 1 when the
inputs are the same. It is based on comparing local patterns
of pixel intensities normalized for luminance and contrast.

Unless specified otherwise, we train our models using
a frame rate of 3, and taking 4 frames and/or segmenta-
tions as input. That is, the input sequence consists of frames
{X¢—9, X¢—¢, Xt—3, Xt }, and similarly for segmentations.
We performed patch-wise training with 64 x 64 patches for
the largest scale resolution, enabling equal class frequency
sampling as in [8], using mini-batches of four patches and a
learning rate pf 0.01.

4.2. Short-term prediction

In our first set of experiments we used frames 8§, 11, 14,
and 17 to predict frame 20, for which we have ground truth
segmentation available. In Table 2 we compare our five
models. For models that do not directly predict future seg-
mentations, we generate segmentations using the Dilated-
10 network based on the predicted RGB frames. We also
include two baselines. The first baseline copies the last in-
put frame to the output. For the second baseline we use
FlowNet [6] to estimate the optical flow between the last
two inputs, and warp the last input using the estimated flow.

From the result we can make several observations. First,
in terms of RGB frame prediction (PSNR and SSIM),
the performance is comparable for the three models X2X,
XS2X, and XS2XS, and substantially better than the two
baselines. This shows that our models learn about the scene
dynamics in a non-trivial manner, and that adding semantic
segmentations either at input and/or output does not have a
substantial impact on this ability.

Second, in terms of segmentation prediction (IoU mea-
sures), the models that directly predict future segmentations
(S2S, X828, XS2XS) perform much better than the mod-
els that only predict the RGB frames. This suggests that
artifacts in the RGB frame predictions propagate into the
Dilated-10 network, which then in turn gives degraded seg-
mentations.

Third, the XS2XS model, which predicts both segmenta-
tions and RGB frames performs somewhat worse than the
models that only predict segmentations (S2S and XS25),
suggesting that some of the modeling capacity is compro-
mised by jointly predicting the RGB frames.

Finally, we find that fine-tuning the S2S model using ad-
versarial training (S2S-adv) gives overall the best results, be
it with a small margin over normal training. In Figure 4,



Method PSNR SSIM IoUGT IoUSEG IoU-MOGT IoU-MO SEG
Copy last input 20.6 0.65 494 54.6 434 48.2
Warp last input 20.9 0.67 50.4 55.5 449 49.8
Model X2X 24.0 0.77 23.0 22.3 12.8 114
Model S2S — — 58.3 64.9 53.8 59.8
Model S2S-adv. — — 58.3 65.0 53.9 60.2
Model XS2X 24.2 0.77 22.4 22.5 10.8 10.0
Model XS2S — — 58.2 64.6 53.7 59.9
Model XS2XS 24.0 0.76 55.5 61.1 50.7 55.8

Table 2: Single-frame prediction accuracy of our models (taking either RGB frames (X) and/or segmentations (S) as input
and output), and baselines which either copy the last input to the output, or warp it to the output using optical flow.

Input: X;_3

XS2X: Xt+3 XS2XS: Xt+3

W1

Figure 4: Short-term predictions of RGB frame X, 3 and
segmentation Sy, 3 using our different models, compared to
ground truth, and Dilated-10 oracle that has seen X, 3.

we show qualitative results of the predictions for one of the
validation sequences.

Table 3 presents results of an ablation study of the S2S
model, assessing the impact of the differnt loss functions,
as well as the impact of using one or two scales. We in-
clude the results obtained using the Dilated-10 model as an
“oracle”, that predicts the future segmentation based on the
future RGB frame, which is not accessible to our other mod-
els. This oracle result gives an idea of the maximum perfor-
mance that could be expected, as it removes the difficulty of

Model IoU GT IoU SEG IoU-MO GT
Dilated-10 oracle 68.8 100 64.7
S28, 2 scales, /1+gdl  58.3 64.9 53.8
S28S, 1 scale, £1+gdl 57.7 63.9 52.6
S2S, 2 scales, ¢1 57.6 64.0 53.2
S2S, 2 scales, MCE 55.5 60.9 49.7

Table 3: Ablation study with the S2S model, and also com-
paring to a Dilated-10 oracle that predicts the future seg-
mentation using the future RGB frame as input.

future prediction and reduces to a classic semantic segmen-
tation problem. All variants of the S2S model were trained
during about 960,000 iterations, taking about four days of
training on a single GPU. The results show that using two
scales improves the performance, as does the addition of
the gradient difference loss. Training with the ¢; and/or gdl
loss on the log-probabilities gives better results as compared
to training using the Multi-class Cross-Entropy (MCE) loss
on the segmentation labels. This is in line with observations
made in network distillation [3, 11].

4.3. Mid-term prediction

We now address the more challenging task of predict-
ing the mid-term future, i.e. the next 0.5 second. In these
experiments we take in input frames 2, 5, 8, and 11, and pre-
dict outputs for frame 14, 17 and 20. We compare different
strategies: batch models, autoregressive models (AR), and
models with autoregressive fine-tuning (AR fine-tune). We
compare these strategies to our two baselines consisting in
copying the last input, and the second one relying on optical
flow. For the optical flow baseline, after the first prediction,
we also warp the flow field so that the flow is applied to the
correct locations at the next time step, and so on. Qualita-
tive prediction results are shown in Figure 5. For models
XS2X and XS:2S, the auto-regressive training mode is not
employed because either the frame or the segmentation in-



regressive pred. att + 3

AR fine-tune pred. att + 3 att+9

AR fine-tune pred. at ¢ + 3 att+9

Figure 5: Autoregressive, batch predictions using the S2S model, and optical flow based baseline for two sequences (first
sequence left, second sequence right). First row: last input and ground truth. Other rows show predictions overlayed with the
true future frames. The full results are provided in the supplementary material.

Frame 14 Frame 20

Model PSNR SSIM PSNR SSIM

Copy lastinput 204 0.64 18.0 0.55
Warp last input  20.7 0.66 182 0.57
X2X, AR 239 076 192 0.61
XS2XS, AR 238 0.76 193 0.61
X2X, batch 238 0.76 20.6 0.65
XS2X, batch 239 076 20.7 0.65
XS2XS, batch  23.8  0.76 20.7 0.64

Table 4: Mid-term RGB frame prediction results.

put are missing for predicting from the second output.

The results for RGB frame prediction in Table 4, show
that for frame 14 all models give comparable results, and
consistently improve over the copy and warping baseline
results. For frame 20, the batch models perform somewhat
better than the autoregressive models. When predicting seg-
mentations, c.f. Table 5, we find that the autoregressive
models are better than the batch models. This is probably
due to the fact that the single-step predictions are more ac-
curate for segmentation, which makes them more suitable
for autoregressive modeling. For RGB frame prediction, er-

Model IoU GT IoU SEG IoU-MO GT
Copy last input 36.9 39.2 26.8
Warp last input 37.5 39.5 27.9
S2S, AR 453 472 36.4
S2S-adv, AR 45.1 47.2 37.3
S2S, AR, fine-tune  46.7 49.7 39.3
XS2XS, AR 39.3 40.8 27.4
S28, batch 42.1 442 32.8
XS28S, batch 423 44.6 33.1
XS2XS, batch 41.2 43.5 314

Table 5: Mid-term segmentation prediction for frame 20 us-
ing different models in batch and autoregressive mode.

rors accumulate quickly leading to degraded autoregressive
predictions. Among the batch models, using the images as
input (XS2S model) helps slightly. Predicting both the im-
ages and segmentation (XS2XS model) performs worst, the
image prediction task presumably takes up resources other-
wise available for the segmentation task.

The S2S is the most effective, as it can be applied in
autoregressive mode, and outperforms the XS2XS in this



Figure 6: Last input segmentation, and ground truth segmentations at 1, 4, 7, and 10 seconds into the future (top row), and
corresponding predictions of the autoregressive S2S model trained with fine-tuning (bottom row).
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Figure 7: Mean IoU SEG of long-term segmentation pre-
diction for the AR and AR fine-tune S2S models.

setting. In Figure 5 we compare different versions of this
model. Visually, the first sequence shows some improve-
ments using the autoregressive fine-tuned model, by more
accurately matching contours of the moving cars than the
other strategies. The second sequence displays typical fail-
ures of the optical flow baseline, as well as some improve-
ments of the adversarial fine-tuning mode on the car con-
tours. More examples are present in the supplementary ma-
terial, where we can observe that the most difficult cases
for our method are dealing with occlusions and situations
where the video recording vehicle is turning.

4.4. Long-term prediction

Finally, we consider what happens if we run our best
autoregressive model to predict longer sequences of up to
10 seconds into the future. In this experiment we applied
our S2S model in autoregressive mode on ten sequences of
238 frames from the Frankfurt long movie of the Cityscapes
validation dataset. Given four frame segmentations with a
frame rate of 17 images, the model predicts the ten next

ones. Thus, in this setting the images are sampled roughly
at 1 Hz. In Figure 7 we report the IoU SEG performance
as a function of time. In this extremely challenging setting
the predictive performance quickly drops over time. Fine-
tuning the model in autoregressive mode improves its per-
formance, but only gives a clear advantage over the input-
copy baseline for predictions at one and two seconds ahead.
We also applied our model with a frame rate of 3 to pre-
dict up to 55 steps ahead, but found this to perform much
worse. Figure 6 shows an example of predictions compared
to the actual future segmentations. The visualization shows
that our models average the different classes into an average
future, which is perhaps not entirely surprising. Sampling
different possible futures using a GAN or VAE approach
could be an interesting way to resolve this issue.

5. Conclusion

We introduced a new visual understanding task of pre-
dicting future semantic segmentations. We explored five
different models for this task relying on RGB and/or seg-
mentations from previous frames. For prediction beyond a
single future frame, we considered batch models that pre-
dict all future frames at once, and autoregressive models
that sequentially predict the future frames. We found that
autoregressive training produces the best results for our
problem, and that models predicting in the segmentation
space work better than those relying on the RGB frames.

While our results are encouraging, there is still room for
improvement. Where the Dilated-10 network for semantic
image segmentation gives around 69% IoU, this drops to
about 58% when predicting 3 frames ahead (0.18 sec.), and
to about 47% when for 9 frames (0.54 sec.). Most predicted
object trajectories are reasonable, but simply do not always
correspond to the actual observed trajectories. To improve
results, our relatively basic convolutional network architec-
tures can easily be extended to more sophisticated architec-
tures such as residual nets, LSTMs, and dilated convolu-
tions. Furthermore, GANs or VAE models with stochastic
inputs may be useful to address the inherent uncertainty in
the prediction of future segmentations.



We plan to open-source our Torch-based implementa-
tion upon paper acceptance, and invite the reader to watch
videos of the predictions in the supplementary material.
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