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Two consistent estimators
for the Skew Brownian motion

Antoine Lejay∗ Ernesto Mordecki† Soledad Torres ‡

May 19, 2017

Abstract

The Skew Brownian motion is of primary importance in modeling
diffusion in media with interfaces which arise in many domains ranging
from population ecology to geophysics and finance. We show that the
maximum likelihood estimator provides a consistent estimator of the
parameter of a Skew Brownian motion observed at discrete times. The
difficulties are that this process is only null recurrent and has a singular
distribution with respect to the one of the Brownian motion. Finally,
using the idea of the Expectation-Maximization algorithm, we show
that the maximum likelihood estimator can be naturally interpreted
as the expected number of positive excursions divided by the expected
number of excursions.

Keywords. Skew Brownian motion; maximum likelihood estimator (MLE)
null recurrent process; Expectation-Maximization (EM) algorithm; excursion
theory.

1. Introduction
Introduced in the 70’s as a variation of the Brownian motion [8, 10, 24],
the Skew Brownian motion (SBm) has attracted a lot of interest as a “basic
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brick” to model diffusion phenomena in presence of permeable barriers. Ac-
tually, the SBm is related through suitable changes of variables to the more
general class of stochastic differential equations (SDE) with local times [14,
15]. The need for such models arise in many domains (see [17, 19] for more
references): population ecology [23], finance [1, 5, 25], geophysics [2], electro-
encephalography [21], molecular chemistry [4], meteorology [27], oceanogra-
phy [26], and astrophysics [29].

As such, the SBm X = (Xt)t≥0 is the strong solution to

Xt = x+Bt + θLt,

where B = (Bt)t≥0 is a Brownian motion, L = (Lt)t≥0 is the symmetric local
time of X at 0, and θ a parameter in [−1, 1].

When θ = 1 (resp. θ = −1), then X is a positively (resp. negatively)
reflected Brownian motion. When θ = 0, X is a Brownian motion starting
at x. The parameter θ reflects the trend of the process to move upward
(when θ > 0) or downward (when θ < 0) when it crosses 0. Since the process
comes back immediately to 0, this is only a heuristic description that could
be expressed rigorously with the help of the excursion theory [10]. Actually,
there are many ways to construct the SBm (the article [17] gives ten of them,
but more are possible).

The problem we consider in this paper is the following: given observations
(Xti)i=1,...,n at times ti = iT/n of the SBm, how to estimate θ?

At the best of our knowledge, this problem was dealt first in [3] for a SBm
living in a finite domain in which ergodicity is used, while the SBm in the
free space is null recurrent. As pointed out in [20], the occupation time of
positive or negative axis could not be used to construct estimators as their
variance do not decrease to 0 whatever the number of observations.

The density transition function of the SBm can be expressed in closed
form [17, 28] by

pθ(t, x, y) = p(t, x− y) + sgn(y)θp(t, |x|+ |y|). (1)

where p(t, x) = (2πt)−1/2 exp(−x2/2t) is the Gaussian density with mean
zero and variance t.

Hence, the Maximum Likelihood Estimator (MLE) is easy to construct
from the observations and can be dealt with standard numerical optimization
problems. This article is devoted to show the consistency of the MLE, a point
left open in [20].

More precisely, in [20], we have studied the asymptotic behavior of the
maximum likelihood estimator θn when the true distribution is the one of the
Brownian motion, the case θ = 0, proving its consistency. An asymptotic
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development of θn is also given, and shown that θn converges to θ at rate n1/4,
unlike the “standard” theory. The limit of n1/4(θn−θ), of mixed normal type,
involves the local time.

Actually, this slow rate of convergence is due to the fact the parameter
estimation depends mostly of the behavior of the process close to 0. When
away from 0, the SBm behaves like a Brownian motion whatever θ. The
SBm is a null recurrent process, for which the known results, such as the
ones presented in [9], cannot be applied.

In this article, we show that the MLE is consistent, which means that θn
converges in probability to θ for any θ ∈ [−1, 1] when the true distribution is
the one of a SBm of parameter θ. This completes the results of [20], where
only the convergence around θ = 0 was considered. In the present paper we
also provide another estimator, which rely on counting the number of up-
and down-crossings through the level x = 0.

For this, we adapt some results of [12] to the case of a SBm, whose
distribution is singular with respect to the one of the Brownian motion
when θ 6= 0 [14].

However, although it seems natural in this situation to think that the
rate of convergence is of order n1/4, the proof of this seems really intricate.

In [18], the MLE for a biased random walk is considered. The latter is
an approximation of the SBm under a proper scaling. There, the excursions
can be observed. Therefore, the MLE is nothing more than the ratio of the
upward excursions to all the excursions. The analysis can be performed with
elementary tools due to this possibility.

Using the relationship with the Expectation-Maximization (EM) algo-
rithm [6, 22], we show that the MLE can be understood in a simple manner
as a way of counting upward and downward (unknown) excursions given the
observations. This shows that the situation between the biased random walk
and the one of the SBm are rather similar in spirit.

As pointed out at the beginning of the introduction, the SBm is also
strongly related to processes with discontinuous coefficients. In [16], an ex-
plicit estimation of the volatilities is provided, for an oscillating Brownian
motion [13], a solution to a SDE whose diffusion coefficients takes two values
according to the sign of its position. For this, we use a reduction to the SBm
through a simple transform and some of the results given here regarding the
convergence of the estimators. We then believe that this work could be ap-
plied to deal with other problems related to the estimation of process with
discontinuous coefficients, a subject which is largely open.

Outline. In Section 2, we extend some of the results of J. Jacod [12] to
the distribution of the Skew Brownian motion. In Section 3, we study the
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limit of ratios of estimators. The consistency of the ratio of up- and down-
crossings as well as the MLE are studied in Section 4. Finally, in Section 5,
we give an alternative expression for the MLE which relies on counted the
(unknown) number of excursions straddling the sample’s times.

2. Some convergence results
As in (1), we denote by p(t, x) the Gaussian density with mean 0 and vari-
ance t. For a measurable, bounded function f , set Ptf(x) =

∫
p(t, y −

x)f(y) dy.
Set f+(x) = f(x)1{x≥0} and f−(x) = f(x)1{x<0}.
Acting on the space of continuous functions that vanish at infinity, the

semi-group P θ = (P θ
t )t≥0 of the SBm of parameter θ is

P θ
t f(x) =

∫
pθ(t, x, y)f(y) dy = Ptf(x) + θPtf+(−|x|)− θPtf−(|x|), (2)

where pθ is given by (1). For f : R→ R and γ ≥ 0, we define

βγ(f) =

∫ +∞

−∞
|x|γ|f(x)| dx,

βθγ(f) = βγ(f) + |θ| (βγ(f+) + βγ(f−)) .

For any θ ∈ (−1, 1),
βθγ(f) ≤ 2βγ(f). (3)

When the integrals are well defined, we set λ(f) =
∫
R f(x) dx, and

λθ(f) = (1 + θ)

∫ +∞

0

f(x) dx+ (1− θ)
∫ 0

−∞
f(x) dx

= λ(f) + θ(λ(f+)− λ(f−)).

If f is even then λθ(f) = λ(f) for all θ ∈ [−1, 1]. In addition, λθ(f) ≤ 2β0(f).
We adapt from [12, Lemma 3.1, p. 518] the following result which is the

key to identify the limit.

Lemma 1. If βγ(f) <∞ for γ = 0, 1, 2, then for some constant K,

|P θ
t f(x)| ≤

√
2√
πt
β0(f), (4)

|P θ
t f(x)− λθ(f)p(t, x)| ≤ K

t3/2
(βθ2(f) + βθ1(f)|x|). (5)
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Proof. In this proof, the constantK may vary from line to line. Inequality (4)
is a direct consequence of pθ(t, x, y) ≤ (1 + |θ|)/

√
2πt. Using (2) and (3.3) in

Lemma 3.1 in [12],

|P θ
t f(x)− λθ(f)p(t, x)|

≤ |Ptf(x)− λ(f)p(t, x)|+ |θ| · |Ptf+(−|x|)− λ(f+)p(t, x)|
+ |θ| · |Ptf−(|x|)− λ(f−)p(t, x)|

≤ K

t3/2
(β2(f) + β1(f)|x|) +

K|θ|
t3/2

(β2(f+) + β1(f+)|x|)

+
K|θ|
t3/2

(β2(f−) + β1(f−)|x|)

=
K

t3/2
(
βθ2(f) + βθ1(f)|x|

)
.

This shows (5).

Hypothesis 1. The function f is bounded and βγ(f) < +∞ for γ = 0, 1, 2.

Fix T > 0 and set tni = iT/n. Let B be a Brownian motion on a proba-
bility space (Ω,F ,P). This Brownian motion B generates a filtration (Ft)t≥0

which is completed and augmented. With the result of [8], there exists a
unique strong solution of the stochastic differential equation with local time
Xt = x+Bt+θLt for any θ ∈ [−1, 1]. This process is the SBm of parameter θ.
We denote its distribution by Pθ.

Lemma 2. Let f satisfy Hypothesis 1 and λθ(f) = 0 for some θ ∈ [−1, 1].
Then, for some constant K which depends on T , we have

Eθ
 sup
t∈[0,T ]

∣∣∣∣∣∣ 1√
n

b(n−1)tc∑
i=0

f(Xtni

√
n)

∣∣∣∣∣∣
2

≤ K√
n

(
β0(f) sup |f |+ β0(f)β2(f) + β1(f)2

)
.

Proof. As the SBm presents the same scaling property as the Brownian mo-
tion, we set for the sake of simplicity T = 1.

Set fn(x) = f(x
√
n) so that βγ(fn) = n−(γ+1)/2βγ(f) for γ = 0, 1, 2. Also

λθ(fn) = 0.
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For i > 1, with (5), (3) and since λθ(fn) = 0 and
∑n

i=1 i
−3/2 ≤ ζ(3/2) ≤ 3,∣∣∣∣∣

n∑
j=i+1

Eθ[f(Xtnj

√
n)|Xtni

= x]

∣∣∣∣∣ ≤
n∑

j=i+1

|P θ
(j−i)/nfn(x)|

≤
n∑

j=i+1

K

(j − i)3/2
(β2(f) + β1(f)

√
n|x|)

≤ K ′(β2(f) + β1(f)
√
n|x|) with K ′ = 3K.

With 0 ≤ t ≤ 1, (4), the scaling property of β0 and the controls (3) of βθγ
by βγ,

∣∣∣∣∣∣
bntc∑
i=1

bntc∑
j=i+1

Eθ[f(Xtni

√
n)f(Xtnj

√
n)]

∣∣∣∣∣∣
≤

n∑
i=1

Eθ
[
|f(Xtni

√
n)|(β2(f) + β1(f)

√
n|Xtni

|)K ′
]

≤
n∑
i=1

√
2K ′
√
π
√
i
β0(|f(x)|(β2(f) + β1(f)|x|))

≤ K ′′β0(|f(x)|(β2(f) + β1(f)|x|))(1 + 2
√
n) with K ′′ =

√
2K ′√
π
.

The right-hand side is finite for each n since

β0(g) = β1(f) for g(x) = f(x)|x|. (6)

Hence,

Eθ
 sup
t∈[0,1]

 1√
n

bntc∑
i=1

f(Xtni

√
n)

2
≤ 1

n

n∑
i=1

E[f(Xtni

√
n)2] +

2

n

∣∣∣∣∣∣
bntc∑
i=1

bntc∑
j=i+1

E[f(Xtni

√
n)f(Xtnj

√
n)]

∣∣∣∣∣∣
≤ β0(f 2)

K

n3/2

n∑
i=1

n3/2

i3/2
+
K ′′(1 + 2

√
n)

n
(β0(|f(x)|(β2(f) + β1(f)|x|))

≤ β0(f 2)
K√
n

+
2K ′′√
n

(
β0(f)β2(f) + β1(f)2),
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where (6) is used to established the last inequality. Since f is bounded,
β0(f 2) < β0(f) supx∈R |f(x)|. This proves the result.

Proposition 1. Let f be a function satisfying Hypothesis 1. Then for any
a > 0,

sup
θ∈[−1,1]

Pθ
 sup
t∈[0,T ]

∣∣∣∣∣∣ 1√
n

b(n−1)tc∑
i=0

f(Xtni

√
n)− λθ(f)Lt

∣∣∣∣∣∣ > a

 −−−→
n→∞

0. (7)

Proof. Whatever the value of θ, |X| is distributed like a reflected Brownian
motion under Pθ. The function

g(x) = Eθ[|X1| − |x|] =

∫
(|x+ y| − |x|)p(1, y)dy

is an even function that does not depend on θ and that satisfies λθ(g) =
λ(g) = 1 for any θ ∈ [−1, 1] (see 1.14 in [12]). By the scaling property and
using the Itô-Tanaka formula,

g(Xtni

√
n)

√
n

= Eθ[|Xtni+1
| − |Xtni

| |Ftni ] = Eθ[Ltni+1
− Ltni |Ftni ].

From [11, Lemma 2.14], since the distribution of the local time do not depend
on θ, for any a > 0,

sup
θ∈[−1,1]

Pθ
 sup
t∈[0,T ]

∣∣∣∣∣∣
b(n−1)tc∑
i=0

Eθ[Ltni+1
− Ltni |Ftni ]− Lt

∣∣∣∣∣∣ ≥ a

 −−−→
n→∞

0. (8)

Set h(x) = f(x) − λθ(f)g(x), so that λθ(h) = 0. Using Lemma 2 and (8),
one gets that (7) holds.

Hypothesis 2. Let f : R2 → R be a function such that for

Fk(x) =

∫
R
pθ(1, x, y)f(x, y)γ dy for γ = 1, 2,

the functions F1, (F1)2 and F2 satisfy Hypothesis 1.

Since pθ(1/n, x, y) =
√
npθ(1, x

√
n, y
√
n),

Fk(Xtni

√
n) = Eθ[f(Xtni

√
n,Xtni+1

√
n)γ|Ftni ] with γ = 1, 2,

a relation we have already used in the proof of Proposition 1.
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Proposition 2. Let f be a function satisfying Hypothesis 2. Then, for any
a > 0,

sup
θ∈[−1,1]

Pθ
 sup
t∈[0,T ]

∣∣∣∣∣∣ 1√
n

b(n−1)tc∑
i=0

f(Xtni

√
n,Xtni+1

√
n)− λθ(F1)Lt

∣∣∣∣∣∣ > a

 −−−→
n→∞

0.

(9)

Proof. Applying Doob’s inequality

Eθ
 sup
t∈[0,T ]

∣∣∣∣∣∣ 1√
n

b(n−1)tc∑
i=0

(f(Xtni

√
n,Xtni+1

√
n)− F1(Xtni

√
n))

∣∣∣∣∣∣
2

≤ K

n
Eθ
[
n−1∑
i=0

(
f(Xtni

√
n,Xtni+1

√
n)− F1(Xtni

√
n)
)]2

.

Using a conditional expectation type argument, we obtain that the cross
terms in the following sum vanish so that

1

n
Eθ
(
n−1∑
i=0

(f(Xtni

√
n,Xtni+1

√
n)− F1(Xtni

√
n))

)2

=
1

n

n−1∑
i=0

(Eθ[F2(Xtni

√
n)]− Eθ[F1(Xtni

√
n)2]).

Hence, this quantity converges in probability to 0 as n→∞ by Proposition 1
uniformly in θ ∈ [−1, 1]. One deduces that (9) holds.

3. Limit theorems for ratios
In this section we study the asymptotic behavior of some estimators given
by ratios. For this purpose we introduce two new hypotheses.

Hypothesis 3. Let f and g be functions satisfying Hypothesis 2 with g ≥ 0
and λθ(G1) > 0.

As the estimators we construct are sensitive to the behavior of the process
around 0 and involve the local time, we could wait an observable time τ0 ≥ τ
where τ is the first hitting time from 0. The observation window is then
reduced from [0, T ] to [τ0, T ]. Under Hypothesis 4, τ0 = 0 and LT > 0 almost
surely for any T > 0.

Hypothesis 4. The starting point X0 = x is 0.
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Let us consider the asymptotic behavior of

Rn(f, g) =
Yn
Zn

with

{
Yn :=

∑b(n−1)T c
i=1 f(Xtni

√
n,Xtni+1

√
n),

Zn :=
∑b(n−1)T c

i=1 g(Xtni

√
n,Xtni+1

√
n),

under the assumption that Zn > 0 almost surely.

Corollary 1. Under Hypotheses 3 and 4, under Pθ, we have

Rn(f, g)
proba−−−→
n→∞

λθ(F1)

λθ(G1)
.

Proof. The convergence of Rn(f, g) to λθ(F1)/λθ(G1) follows from Proposi-
tion 2, standard computations and the facts that almost surely, 0 < LT <
+∞ and λθ(G1) > 0.

4. Estimation of the parameter of the SBm
We assume that we observe the discretization {Xtni

}i=0,...,n of a path of a
SBm of parameter θ̃.

We are then willing to estimate the parameter θ̃ from these observations.

4.1. An estimator by the number of crossings

Our first estimator records the upward passages of the discrete observations
among their passage to 0. Of course, if the observations stay positive (resp.
negative), then set θ = 1 (resp. θ = −1). This corresponds intuitively to the
best observation that one may perform.

Proposition 3. Under the probability Pθ̃ when θ̃ ∈ (−1, 1)

1Cn

∑n−1
i=0 1{Xtn

i
<0,Xtn

i+1
>0}∑n−1

i=0 1{Xtn
i
Xtn

i+1
<0}

proba−−−→
n→∞

1 + θ̃

2
1LT>0,

with Cn = {∃i,Xtni
Xtni+1

< 0}, the event that a crossing occurs.

Proof. Let us note that Cn ⊂ {LT > 0} and lim supn→∞Cn = {LT > 0}. Set
f(x, y) = 1{x<0,y>0}. Then, for k = 1, 2, we have

E[f(x,XT/n)k] =

∫ +∞

0

pθ̃(T/n, x, y) dy = (1 + θ̃)Ψ(|x|
√
n/T ),
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with Ψ(x) =
∫ +∞
x

p(1, y) dy. With the Mills ratio, Ψ(x) = O(exp(−|x|2/2)/x),
Proposition 2 applies, so that

1√
n

n−1∑
i=0

1{Xtn
i
<0,Xtn

i+1
>0}

proba−−−→
n→∞

(1 + θ̃)λ(Ψ(| · |/
√
T ))LT ,

1√
n

n−1∑
i=0

1{Xtn
i
>0,Xtn

i+1
<0}

proba−−−→
n→∞

(1− θ̃)λ(Ψ(| · |/
√
T ))LT .

Hence the result.

4.2. Consistency of the Maximum Likelihood Estimator

Under Pθ, the likelihood of these observations is

Λn(θ) =
n−1∏
i=0

pθ(∆t,Xtni
, Xtni+1

). (10)

Definition 1. The maximum likelihood estimator (MLE) is defined by θn =
argmaxθ∈[−1,1] Λn(θ).

Our aim is to show that θn converges to the true parameter θ̃ under Pθ̃
for any value of θ̃ ∈ [−1, 1].

We start by considering particular situations.

Lemma 3. If all the Xtni
have the same sign, say positive (resp. negative),

then θ 7→ Λn(θ) is maximal at θ = 1 (resp. θ = −1).

Proof. If all theXtni
are positive (resp. negative), then θ 7→ pθ(∆t,Xtni

, Xtni+1
)

is strictly increasing (resp. strictly decreasing). Hence the result.

In particular, if θ̃ = ±1, then necessarily θn = θ̃.
On the other hand, if the observations keep the same sign, one cannot

conclude that the true parameter θ̃ is ±1. Simply, there is not enough infor-
mation to draw any inference on θ̃ since there is no way to distinguish the
observations of {Xtni

}i=0,...,n from the one of a reflected Brownian motion.
For θ ∈ (−1, 1), the score is

Sn(θ) = ∂θ log Λn(θ) =
n−1∑
i=0

∂θpθ(∆t,Xtni
, Xtni+1

)

pθ(∆t,Xtni
, Xtni+1

)

=
n−1∑
i=0

kθ

(
Xtni

√
n,Xtni+1

√
n
)
, (11)
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where

kθ(x, y) =
∂θpθ(∆t, x, y)

pθ(∆t, x, y)
=

sgn(y)p(∆t, |x|+ |y|)
pθ(∆t, x, y)

=
sgn(y)

sgn(y)θ + e2(xy)+/∆t
.

A point θn which maximizes the likelihood Λn defined by (10) also max-
imizes log Λn. If θn ∈ (−1, 1), it is also characterized as a solution to
Sn(θn) = 0. The next result shows that θn is uniquely defined.

Lemma 4. The log-likelihood log Λn(θ) is strictly concave in θ ∈ (−1, 1).

Proof. Since ∂θpθ(∆t, x, y) = sgn(y)p(∆t, |x|+ |y|) does not depend on θ,

∂θkθ(x, y) =
−(∂θpθ(∆t, |x|+ |y|))2

pθ(∆t, x, y)2
< 0,

hence ∂θSn(θ) = ∂2
θθΛn(θ) < 0.

If for some i ∈ {0, . . . , n− 1}, sgn(Xtni
·Xtni+1

) = −1, then

kθ(Xtni

√
n,Xtni+1

√
n) −−−→

θ→±1
∓∞.

If the sign of i 7→ sgn(Xtni
) changes twice, then necessarily the maximum of

log Λn is reached inside the interval (−1, 1).
With only one change of sign, it may be possible that θn = −1. For exam-

ple, when X0 ≥ 0 and Xtni
< 0 for i = 1, . . . , n. Then kθ(Xtni

√
n,Xtni+1

√
n) <

0 so that Λn(θ) is decreasing and θn = −1.
Remark 1. The sign of the observations conveys some information, but the
MLE also takes into account the probability of crossing.

To avoid technical complications, we rule out the situations where possi-
bly |θn| = 1 or |θ̃| = 1.

Hypothesis 5. The true parameter θ̃ belongs to (−1, 1) and i 7→ sgnXtni

changes its value at least twice.

Theorem 1 (Consistency of the MLE). Under Hypothesis 5, θn converges
to θ̃ in probability under Pθ̃.

For k = 1, 2, define

Kk(x; θ, θ̃) =

∫
pθ̃(T, x, y)

(
∂θpθ(T, x, y)

pθ(T, x, y)

)k
dy,

so that, since n1/2pθ(T/n, x/
√
n, y/

√
n) = pθ(T, x, y),

Kk(Xtni

√
n; θ, θ̃) = Eθ̃[kθ(Xtni

, Xtni+1
)k|Ftni ].

The proof relies on the following technical lemma.
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Lemma 5. Fix |θ̃| < 1 and |θ| < 1. Then K1(· : θ, θ̃), K2(· : θ, θ̃) and
K2

1(· : θ, θ̃) satisfy Hypothesis 1. In addition,

1√
n
Sn(θ) −−−→

n→∞
s(θ, θ̃)LT

in probability under Pθ̃ with

s(θ, θ̃)


< 0 if θ > θ̃,

= 0 if θ = θ̃,

> 0 if θ < θ̃,

where the coefficient s(θ, θ̃) is defined in (12) and (13).

Proof. To simplify the computations, we set T = 1 (the general case may be
dealt with a scaling argument). Since p(1, y−x)/p(1, |x|+|y|) = exp(2(xy)+),

pθ̃(1, x, y)
∂θpθ(1, x, y)

pθ(1, x, y)
=

exp(2(xy)+) + θ̃ sgn(y)

exp(2(xy)+) + θ sgn(y)
sgn(y)p(1, |x|+ |y|).

Thus, for x ≥ 0,

K1(x; θ, θ̃) =

∫ +∞

0

p(1, x+ y)
exp(2xy) + θ̃

exp(2xy) + θ
dy −

∫ 0

−∞
p(1, x− y)

1− θ̃
1− θ

dy

=

∫ +∞

0

p(1, x+ y)
exp(2xy) + θ̃

exp(2xy) + θ
dy −

∫ ∞
0

p(1, x+ y)
1− θ̃
1− θ

dy.

For some constant C depending only on θ and θ̃,

|K1(x; θ, θ̃)| ≤ C

∫ +∞

x

p(1, z) dz = CΨ(x).

Similarly, for x < 0, after a change of variable

K1(x; θ, θ̃) =

∫ +∞

0

p(1, y − x)
1 + θ̃

1 + θ
dy −

∫ +∞

0

p(1, y − x)
exp(−2xy)− θ̃
exp(−2xy)− θ

dy.

For some constant C depending only on θ and θ̃,

|K1(x; θ, θ̃)| ≤ C

∫ +∞

−x
p(1, z) dz = CΨ(−x).
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Thus |K1(x; θ, θ̃)| ≤ CΨ(|x|). Using for example the Mills ratio, it is easily
established that K1 and K2

1 satisfy Hypothesis 1. Similar computations show
that K2 satisfies Hypothesis 1.

Let us recall that Sn(θ) is the score defined by (11). With Proposition 2,
n−1/2Sn(θ) converges in probability, uniformly in θ and θ̃ when θ, θ̃ ∈ (−1 +

κ, 1 + κ) for κ ∈ (0, 1), to s(θ, θ̃)Lt with s(θ, θ̃) = λθ̃(K1(·, θ, θ̃)).
Under Pθ̃,

s(θ, θ̃) = (1 + θ̃)

∫ +∞

0

K1(x; θ, θ̃) dx+ (1− θ̃)
∫ 0

−∞
K1(x; θ, θ̃) dx.

We deduce that

s(θ, θ̃) =

∫ +∞

0

∫ +∞

0

p(1, x+ y)κ(x, y, θ, θ̃) dx dy (12)

with

κ(x, y, θ, θ̃) = (1 + θ̃)
exp(2xy) + θ̃

exp(2xy) + θ
− (1 + θ̃)

1− θ̃
1− θ

+ (1− θ̃)1 + θ̃

1 + θ
− (1− θ̃)exp(2xy)− θ̃

exp(2xy)− θ
. (13)

It is then easily checked that both κ(x, y, θ, θ̃) and ∂θκ(x, y, θ, θ̃) are bounded
in x, y ≥ 0 and that

κ(θ̃, θ̃, x, y) = 0 and ∂θκ(θ̃, θ̃, x, y) < 0.

Then ∂θs(θ, θ̃) < 0. In particular, ∂θs(θ̃, θ̃) < 0, which proves the result.

Proof of Theorem 1. For any ε > 0 small enough, n−1/2Sn(θ̃±ε) converges in
probability under Pθ̃ to s(θ̃± ε, θ̃)LT , and sgn s(θ̃± ε, θ̃) = ∓1 when LT > 0.
Since θn is solution to Sn(θn) = 0, θn ∈ [θ̃−ε, θ̃+ε] on a set whose probability
increases to P[LT > 0] as n→∞.

5. An alternative expression for the Maximum Likeli-
hood Estimator

The parameter θ depends essentially on what happens when the process is
around 0. We have first proposed an estimator which clearly compares the
number of observed upward transitions to the number of observed crossing.
Following the results from D. Florens [7] and J. Jacod [12] for diffusions, the
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number of observed crossings is related to the local time, a result we have
seen in Section 4.1.

It is less clear why the asymptotic behavior of the MLE is also related to
the local time. We present here an alternative expression for the MLE which
is based on the idea of the Expectation-Maximization (EM) algorithm [6, 22].
We point out that there is no need to use the EM algorithm for numerical
purposes. Here, we only use the core idea of the EM algorithm which relies
on the use of latent or hidden variables.

Since n is fixed, we set Xi = Xtni
. We define

Zi =

{
1 if X(t) = 0 for some t ∈ [tni , t

n
i+1],

0 otherwise.

Of course, the Zi’s cannot be observed and serve as the latent variables.
We set X = (X0, . . . , Xn), Z = (Z1, . . . , Zn), x = (x0, . . . , xn) and z =
(z0, . . . , zn). For τ, θ ∈ (−1, 1), we define

Qn(τ, θ) = Eθ [log pτ (X,Z)|X = x] .

According to the fundamental principles of the EM algorithm [6], if θ =
argmaxτ Q(τ, θ), then θ is a stationary point for the likelihood.

Proposition 4 ([6]). The MLE θn is a solution to ∂τQn(τ, θn)|τ=θn = 0.

The main result of this section is the following one. Let us denote by U
the number of times zi = 1 and xi ≥ 0, by D the number of times zi = 1 and
xi < 0, and define N = U +D, the number of crossings.

The next proposition is the central result of this section. The EM algo-
rithm is not used as a numerical tool, as a root finding algorithm is sufficient
to evaluate θn from the observations. We use it to relate the MLE to the
latent variables which are the Zi’s through Proposition 4.

Proposition 5. The MLE θn is solution to

1 + θn
2

=
Eθn [U |X = x]

Eθn [N |X = x]
. (14)

The interpretation of this result is very natural: (1+θn)/2, the estimated
probability that an excursion of the SBm, is given by the ratio of expected up-
ward excursions straddling the tni ’s on the expectation excursions straddling
the tni ’s, when the expectation is considered under Pθn given the observations.
It is then a generalization of the result obtained in [18].
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Proof. Let pτ (x, z) be the density of (X,Z), pτ (z) the density of Z and pτ (x|z)
the density of X given Z. From the Markov property,

pτ (x, z) =
n∏
i=1

pτ (xi, zi|xi−1).

From the construction of the density of the SBm proposed by J.B. Walsh [28],
in which the independence of the sign and the position of Xi+1 given Zi = 1
is used,

pτ (xi, zi = 1|xi−1) =

{
(1 + τ)p(∆t, |xi|+ |xi−1|) if xi ≥ 0,

(1− τ)p(∆t, |xi|+ |xi−1|) if xi < 0,

while

pτ (xi, zi = 0|xi−1) =

{
p(∆t, |xi−1|, |xi|)− p(∆t, |xi−1|,−|xi|) if xixi−1 > 0,

0 if xixi−1 ≤ 0.

Thus,

Eθ[log pτ (x, z)|X = x]

= Eτ [U |X = x] log(1 + τ) + Eτ [D|X = x] log(1− τ) + C(x),

where C(x) is a function that does not depend on τ . Maximizing over τ
yields that the fixed point of θ = argmaxτ∈(−1,1)Qn(τ, θ) is

1 + θ

2
=

Eθ[U |X = x]

Eθ[N |X = x]
.

According to Proposition 4, the parameter θ is nothing more that the MLE.

Unfortunately, the equation (14) is not easy to deal with and does not
simplify the computations. An iteration method — either for a fixed point
or to solve an optimization problem — has to be used.

Proposition 6. The MLE θn is solution to the equation

1 + θn
2

(
n∑
i=1

ψi

)
=

n∑
i=1

(
1xi−1<0,xi>0 + ψi

1 + θn
1 + ψiθn

1xi−1>0,xi>0

)
,

with xi = Xtni
and ψi = exp(−2(xixi+1)+/∆t).
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Remark 2. Since ψi = 1 when xi−1xi > 0, the MLE is in some sense close
to θ̂n constructed by

1 + θ̂n
2

=

∑n
i=1 1xi−1<0,xi>0∑n
i=1 1xi−1xi<0

seen in Section 4.1. Yet it also takes into account the probability that the
path has crossed 0 when xi−1 and xi have the same sign. More precisely,

(θn−θ̂n)
n∑
i=1

1xi−1xi<0 = (1+θn)
n∑
i=1

ψi

(
1− ψiθn
1 + ψiθn

1xi−1>0,xi>0 − 1xi−1<0,xi<0

)
,

and both θn and θ̂n have the same limit in probability.

Proof. Conditionally to X = x, the Markov property implies that the dis-
tribution of Zi depends only on the values of (xi, xi+1) and is independent
from Zj for j 6= i. Hence,

Eθ[P |X = x] =
n∑
i=1

Pθ[Zi = 1|Xi−1 = xi−1, Xi = xi]1xi>0,

Eθ[N |X = x] =
n∑
i=1

Pθ[Zi = 1|Xi−1 = xi−1, Xi = xi].

Clearly,

Pθ[Zi = 1|Xi−1 = xi−1, Xi = xi] = exp(−2(xixi+1)+/∆t),

as the probability thatXt crosses 0 givenXi andXi+1 is exp(−2(xixi+1)+/∆t)
when xixi−1 > 0, and 1 as xixi−1 < 0. For xi, xi+1 > 0, we have

Pθ[Zi = 1|Xi−1 = xi−1, Xi = xi] =
pθ(xi, zi = 1|xi−1)

pθ(xi−1, xi)
=

1 + θ

exp
(xixi+1

∆t

)
+ θ

,

while for xi < 0 and xi+1 > 0, Pθ[Zi = 1|Xi−1 = xi−1, Xi = xi] = 1. The
result is obtained by combining these results.
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