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Verifying Data Independent Programs Using
Game Semantics

Aleksandar S. Dimovski

Faculty of Information-Communication Tech., FON University, MKD

Abstract. We address the problem of verification of program terms pa-
rameterized by a data type X , such that the only operations involving X
a program can perform are to input, output, and assign values of type X ,
as well as to test for equality such values. Such terms are said to be data
independent with respect to X . Logical relations for game semantics of
terms are defined, and it is shown that the Basic Lemma holds for them.
This proves that terms are predicatively parametrically polymorphic,
and it provides threshold collections, i.e. sufficiently large finite interpre-
tations of X , for the problem of verification of observational-equivalence,
approximation, and safety of parameterized terms for all interpretations
of X . In this way we can verify terms with data independent infinite
integer types. The practicality of the approach is evaluated on several
examples.

1 Introduction

In this paper we study predicative parametric polymorphism in the setting of
game semantics, and its applications to parameterized verification. In order to
keep the presentation focussed, we work with Idealized Algol (IA) [1], an ex-
pressive programming language combining imperative features, locally-scoped
variables and (call-by-name) higher-order functions.

Parametric polymorphism is the notion of treating data from a range of types
in a uniform fashion. Its predicative version allows types to be formed from type
variables, while its impredicative version is more general and allows universal
quantification of type variables. We achieve predicative parametric polymor-
phism by extending our language with free data type variables X on which
only the equality operation is available. Thus, any program term makes sense
if any data type is instantiated for X , i.e. terms become parameterized by X .
We will want to verify observational-equivalence, approximation, and safety of
predicatively parametrically polymorphic terms. We obtain results which pro-
vide threshold collections, i.e. sufficient finite interpretations of the data type
variable X , such that if a property holds/fails for those interpretations, then
it holds/fails for all interpretations which assign larger sets to the parameter
X . Considering the case when an infinite integer type is substituted for X , we
obtain a procedure to perform verification of terms which contain infinite inte-
gers completely automatically. This is done by replacing integers with threshold
collections, i.e. appropriate small finite data types.



A useful tool for enabling parameterized verification as above are logical re-
lations [13, 14, 16]. A logical relation of a language is an assignment of relations
to all types such that, the relation for any type is obtained from the relations as-
signed to data types and type variables, by induction on the structure of types.
We will define logical relations for game semantics by lifting the relations on
data values through all the constructs of game semantics, in such a way that the
Basic Lemma holds for them. It states that logical relations are preserved by
game semantics of terms. This proves that the language we consider is paramet-
rically polymorphic, i.e. any term behaves uniformly for different instances of
its parameter. The Basic Lemma will be applied to parameterized verification,
since it provides direct ways of relating various game semantics interpretations
of parameterized terms.

Game semantics [1, 2] is a method for compositional modeling of program-
ming languages, which constructs models of terms (open programs) by looking
at the ways in which a term can observably interact with its environment. Types
are interpreted by games (or arenas) between a Player, which represents the term
being modelled, and an Opponent, which represents the environment in which
the term is used, while terms are interpreted by strategies on games. Game se-
mantics is compositional, i.e. defined recursively on the syntax, therefore the
model of a larger term is constructed from the models of its constituting sub-
terms, using a notion of strategy composition. Another important feature of this
method, also known as external compositionality, is that there is a model for
any term-in-context (open program) with undefined identifiers, such as calls to
library functions. These two features are essential for achieving modular anal-
ysis of larger terms. The model obtained by game semantics is fully abstract,
which means that it is both sound and complete with respect to observational
equivalence of programs, and so it is the most accurate model we can use for a
programming language. Although this model is precise, it is complicated and so
equivalence and a range of properties are not decidable within it. However, it has
been shown that for several language fragments with finite data types, the model
can be given certain kinds of concrete automata-theoretic representations [4–6,
12]. This gives a decision procedure for a range of verification problems, such as
observational-equivalence, approximation, safety, and others, to be solved algo-
rithmically.

The paper is organised as follows. Section 2 introduces the language con-
sidered in this paper, and its game semantics is defined in Section 3. Logical
relations for game semantics are presented in Section 4. Several theorems which
provide support for parameterized verification are shown in Section 5. The prac-
ticality of this approach is demonstrated in Section 6. In Section 7, we conclude
and discuss possible extensions.

Related work. Predicative parametric polymorphism is known as data inde-
pendence in the setting of concurrent reactive systems. Some practically impor-
tant examples of such systems are communication protocols, memory systems,
and security protocols. The literature contains efficient algorithms for deciding
the parameterized verification problem for data independent systems [10, 11].



System F is a typical example of impredicative parametric polymorphism. It is
also known as the polymorphic or second-order λ-calculus, and it works with
pure type theories, with no notion of ground data types. Game semantics for
System F are given in [8, 9].

2 Programming Language

Idealized Algol (IA) [1, 2] is a simply-typed call-by-name λ-calculus with the
fundamental imperative features and locally-scoped variables. We extend IA
with predicative parametric polymorphism by allowing data type variables X .

The data types D are finite integers (intn = {0, . . . ,n − 1}), booleans, and
a data type variable X (D ::= intn | bool | X ). The phrase types consists of
base types: expressions, commands, variables (B ::= expD | varD | com) and
function types (T ::= B | T → T ).

Terms of the language are the standard functional constructs for function
definition (λ x : T .M ) and application (MN ) as well as recursion (YM ). Expres-
sion constants are integers (n), booleans (tt ,ff ), and data values from the set
W which interprets X (w ∈W ). The usual arithmetic-logic operations are em-
ployed (M opN ), but equality is the only operation available on X -expressions.
We have the usual imperative constructs: sequential composition (M ; N ), con-
ditional (if M thenN elseN ′), iteration (whileM doN ), assignment (M := N ),
de-referencing (!M ), “do nothing” command skip, and diverge which represents
an infinite loop (divergence). Block-allocated local variables are introduced by
a new construct (newD x := v inM ), which initializes a variable and makes it
local to a given block. The constructor mkvarDMN is used for creating “bad”
variables.

Well-typed terms are given by typing judgements of the form Γ ⊢W M : T ,
where Γ is a type context consisting of a finite number of typed free identifiers,
and W is a set of data values used to interpret X , which are allowed to occur
in M as expression constants. When it does not cause ambiguity, we may write
only Γ ⊢ M : T . Typing rules of the language are those of IA (e.g. [1, 2]), where
the rules for arithmetic-logic operations are:

Γ ⊢W M : expD Γ ⊢W N : expD
Γ ⊢W M opN : expD ′

Γ ⊢W M : expX Γ ⊢W N : expX
Γ ⊢W M =N : expbool

where D ,D ′ ∈ {intn, bool}, and op ∈ {+,−, ∗, /, =, ̸=, <, >,∧,∨,¬}. For such
terms we say that are data independent with respect to the data type X .

Any well-typed term can contain equality tests between values of X . We
define a condition on terms, which does not allow any equality tests between
values of X . A term Γ ⊢W M : T satisfies (NoEqX ) condition if for any
equality operation Γ ′ ⊢W N = N ′ within M , X does not occur in the types of
N and N ′, i.e. Γ ′ ⊢W N ,N ′ : exp{intn, bool}.

The operational semantics of our language is given for terms Γ ⊢W M : T ,
such that all identifiers in Γ are variables, i.e. Γ = x1 : varD1, . . . , xk : varDk .
It is defined by a big-step reduction relation: Γ ⊢W M , s =⇒ V , s′, where s, s′



represent Γ -states before and after reduction. A Γ -state s is a (partial) function
assigning data values to the variables {x1, . . . , xk}. We denote by V terms in
canonical form defined by V ::= x | v | λ x : T .M | skip | mkvarDMN .
Reduction rules are those of IA [1, 2].

Given a term Γ ⊢W M : com, where all identifiers in Γ are variables, we say
that M terminates in state s, if Γ ⊢W M , s =⇒ skip, s′ for some state s′. Then,
we say that a term Γ ⊢W M : T is an approximation of a term Γ ⊢W N : T ,
denoted by Γ ⊢W M @∼ N , if and only if for any term-with-hole 1 C [−] : com,
such that both C [M ] and C [N ] are well-typed terms of type com, if C [M ]
terminates then C [N ] terminates. If two terms approximate each other they are
considered observationally-equivalent, denoted by Γ ⊢W M ∼= N .

3 Game Semantics

We now give a brief description of game semantics for IA extended with predica-
tive parametric polymorphism. A more detailed presentation of game semantics
for IA can be found in [1, 2].

An arena A is a triple ⟨MA, λA,⊢A⟩, where MA is a countable set of moves,
λA : MA → {O, P} × {Q,A} is a labeling function which indicates whether a
move is by Opponent (O) or Player (P), and whether it is a question (Q) or an
answer (A). Then, ⊢A is a binary relation between MA +{∗} (∗ ̸∈ MA) and MA,
called enabling (if m ⊢A n we say that m enables move n), which satisfies the
following conditions: (i) Initial moves (a move enabled by ∗ is called initial) are
Opponent questions, and they are not enabled by any other moves besides ∗;
(ii) Answer moves can only be enabled by question moves; (iii) Two participants
always enable each others moves, never their own.

We denote the set of all initial moves in A as IA. The simplest arena is the
empty arena I = ⟨∅, ∅, ∅⟩. Given arenas A and B , we define new arenas A× B ,
A⇒ B as follows:

A× B = ⟨MA + MB , [λA, λB ], ⊢A + ⊢B ⟩
A⇒ B = ⟨MA + MB , [λA, λB ],⊢B +

(
IB × IA

)
+

(
⊢A ∩ (MA ×MA)

)
⟩

where + is a disjoint union, and λA is like λA except that it reverses O/P part
of moves while preserving their Q/A part.

Let W be an arbitrary set of data values, and w be a meta-variable ranging
over W . A parameterized arena AW = ⟨MAW , λAW

,⊢AW ⟩ is defined as follows.
The set of moves MAW is of the form CA∪(PA×W ), where CA is a set of constant
moves that do not depend on W , and PA is a set of parameterized move-tags
so that for any p ∈ PA and w ∈W , (p,w) is a move. Moves of the form (p,w)
are called parameterized moves, and we will also denote them as p(w). Each
particular parameterized move-tag p ∈ PA will generate one partition of MAW ,

1 A term-with-hole C [−] : com is a term with with zero or more holes [−] in it, such
that if Γ ⊢ M : T is a term of the same type as the hole then C [M ] is a well-typed
closed term of type com, i.e. ⊢ C [M ] : com.



denoted as [p] = {p(w) | w ∈W }. The partition of MAW induced by a constant
move c ∈ CA is a singleton set [c] = {c}. The partitioning of MAW induced by
W is: {[c] | c ∈ CA} ∪ {[p] | p ∈ PA}.

All moves of MAW that belong to a single partition of the form [p] have the
same labellings and enablings, i.e. λAW

(p(w)) is the same for all w ∈ W , and
if (p(w),n) ∈⊢AW (resp., (n, p(w)) ∈⊢AW ) for some n ∈ MAW ,w ∈ W , then
[p]× {n} ⊆⊢AW (resp., {n} × [p] ⊆⊢AW ).

Now we are ready to give interpretations of the types of our language. The
data types are interpreted by sets of values they can contain:

[[intn ]]W = {0, . . .n − 1} [[bool ]]W = {tt ,ff } [[X ]]W = W

The base types are interpreted by parameterized arenas, where all questions are
initial and P-moves answer them.

[[expD]]W = ⟨ {q , v | v ∈ [[D]]W }, {λ(q) = OQ, λ(v) = PA},
{(∗, q), (q , v) | v ∈ [[D]]W } ⟩

[[com]]W=⟨{run, done},{λ(run) = OQ,λ(done) = PA},{(∗, run), (run, done)}⟩
[[varD]]W = ⟨ {read , v ,write(v), ok | v ∈ [[D]]W }, {λ(read ,write(v)) = OQ,
λ(v , ok) = PA}, {(∗, read), (∗,write(v)), (read , v), (write(v), ok) | v ∈ [[D]]W }⟩

In the arena for expressions, there is an initial move q to ask for the value of
the expression, and corresponding to it a value from [[D ]]W . Note that, the set
of moves of [[expX]]W has two partitions {q} and {v | v ∈ W }. For commands,
there is an initial move run to initiate a command, and an answer move done to
signal successful termination of a command. This arena does not depend on W .
In the arena for variables, we have moves for writing to the variable, write(v),
acknowledged by the move ok , and for reading from the variable, a move read,
and corresponding to it a value from [[D ]]W . M[[varX]]W has four partitions {read},
{ok}, {v | v ∈W }, and {write(v) | v ∈W }.

A justified sequence sW in arena AW is a finite sequence of moves of AW

together with a pointer from each non-initial move n to an earlier move m such
that m ⊢AW n. We say that n is (explicitly) justified by m, or when n is an
answer that n answers m. A legal play (or play) is a justified sequence with
some additional constraints: alternation (Opponent and Player moves strictly
alternate), well-bracketed condition (when an answer is given, it is always to the
most recent question which has not been answered), and visibility condition (a
move to be played is justified by a move from a certain subsequence of the play
so far, called view). The set of all legal plays in arena AW is denoted by LAW .

A strategy σW on an arena AW (written as σW : AW ) is a non-empty set of
even-length plays of AW satisfying: if sW · m · n ∈ σW then sW ∈ σW ; and if
sW ·m ·n, sW ·m ·n ′ ∈ σW then n = n ′. A strategy specifies what options Player
has at any given point of a play and it does not restrict the Opponent moves.
A play is complete if all questions occurring in it have been answered. Given
a strategy σW , we define the corresponding complete strategy σcomp

W as the set
of its non-empty complete plays. We write Strcomp

AW
for the set of all complete

strategies for the arena AW .



Composition of strategies is interpreted as CSP-style “parallel composition
plus hiding”. Given strategies σW : AW ⇒ BW and τW : BW ⇒ CW , the
composition σW

o
9 τW : AW ⇒ CW consists of sequences generated by playing

σW and τW in parallel, making them synchronize on moves in the shared arena
BW . Moves in BW are subsequently hidden. We now formally define composition
of strategies. Let u be a sequence of moves from AW , BW , and CW . We define
u � BW ,CW to be the subsequence of u obtained by deleting all moves from
AW along with all associated pointers from/to moves of AW . Similarly define
u � AW ,BW . Define u � AW ,CW to be the subsequence of u consisting of all
moves from AW and CW , but where there was a pointer from a move mA ∈ MAW

to an initial move m ∈ IBW extend the pointer to the initial move in CW which
was pointed to from m. We say that u is an interaction of AW , BW , CW if u �
AW ,BW ∈ LAW ⇒BW , u � BW ,CW ∈ LBW ⇒CW , and u � AW ,CW ∈ LAW ⇒CW .
The set of all such sequences is written as int(AW ,BW ,CW ). We define:

σW
o
9 τW = {u � AW ,CW | u ∈ int(AW ,BW ,CW ) ∧ u � AW ,BW ∈ σW ∧

u � BW ,CW ∈ τW }

The identity strategy idAW : AW ⇒ AW , which is also called copy-cat, is
defined in such a way that a move by Opponent in either occurrence of AW is
immediately copied by Player to the other occurrence, i.e. we have

idAW = {s ∈ LAl
W ⇒Ar

W
| ∀ s ′ ⊑even s. s ′ � Al

W = s ′ � Ar
W }

where the l and r tags are used to distinguish between the two occurrences of
A, s ′ ⊑even s means that s ′ is an even-length prefix of s, and s ′ � Al

W is the
subsequence of s ′ consisting of all moves from Al

W .
Plays in a strategy may contain several occurrences of initial moves, which

define different threads inside plays in the following way: a thread is a subse-
quence of a play whose moves are connected via chains of pointers to the same
occurrence of an initial move. We consider the class of single-threaded strategies
whose behaviour depends only on one thread at a time, i.e. any Player move
depends solely on the current thread of the play. We say that a strategy is
well-opened if all its plays have exactly one initial move. It can be established
one-to-one correspondence between single-threaded and well-opened strategies.
The set of all strategies for an arena forms a complete partial order (cpo) under
the inclusion order (⊆). The least element is {ϵ}, and the least upper bound is
given by unions. It is shown in [1, 2] that arenas as objects and single-threaded
(well-opened) strategies as arrows constitute a cpo-enriched cartesian closed cat-
egory. From now on, we proceed to work only with well-opened strategies.

A type T is interpreted as an arena [[T ]]W , and a term Γ ⊢W M : T , where
Γ = x1 : T1, . . . , xn : Tn , is interpreted by a strategy [[Γ ⊢ M : T ]]W for the
arena [[Γ ⊢ T ]]W = [[T1]]W × . . . × [[Tn ]]W ⇒ [[T ]]W . Language constants and
constructs are interpreted by strategies and compound terms are modelled by
composition of the strategies that interpret their constituents. Identity strategies
are used to interpret free identifiers from Γ . Some of the strategies [1, 2] are given



below, where to simplify representation of plays, every move is tagged with the
index of type component where it occurs.

[[v : expD ]]comp
W = {q v} [[skip : com]]comp

W = {run done} [[diverge : com]]comp
W =∅

[[op : expD1 × expD2 → expD ]]comp
W = {q q1 v1 q2 v ′2 (v op v ′) | v , v ′ ∈ [[D ]]W }

[[; : com1 × com2 → com]]comp
W = {run run1 done1 run2 done2 done}

[[:=: varD1 × expD2 → com]]comp
W = {run q2 v2 write(v)1 ok1 done | v ∈ [[D ]]W }

Using standard game-semantic techniques, it can be shown as in [1, 2] that this
model is fully abstract for observational-equivalence.

Theorem 1. Γ ⊢W M @∼ N iff [[Γ ⊢ M ]]comp
W ⊆ [[Γ ⊢ N ]]comp

W .

Suppose that there is a special free identifier abort of type com in Γ . Let
M [N /x ] denote the capture-free substitution of N for x in M . We say that a term
Γ ⊢W M is safe iff Γ\abort ⊢W M [skip/abort] @∼ M [diverge/abort]; otherwise we
say that a term is unsafe. Since the game-semantics model is fully abstract, the
following can be shown (see also [3]).

Lemma 1. A term Γ ⊢W M is safe if [[Γ ⊢ M ]]comp
W does not contain any play

with moves from M[[comabort ]].

For example, [[abort : comabort ⊢ skip ; abort : com]]comp is the set {run · runabort ·
doneabort · done}, so this term is unsafe.

4 Logical Relations

A binary relation between sets W0 and W1 is any subset R ⊆W0×W1. We will
use the notation R : W0 ←→ W1 to mean that R is a binary relation between
W0 and W1, and w0 R w1 to mean (w0,w1) ∈ R, in which case we say that w0 and
w1 are R-related. The domain of a relation R is the set of the first components
of all pairs in R. We say that R is a partial function iff ∀w0,w1,w ′

1.(w0Rw1 ∧
w0Rw ′

1)⇒ w1 = w ′
1, and R is injective iff ∀w0,w ′

0,w1.(w0Rw1 ∧ w ′
0Rw1)⇒ w0 =

w ′
0. A special case of relation is the identity relation IW : W ←→ W , defined

by IW = {(w ,w) | w ∈ W }, i.e. w IW w ′ iff w = w ′. Next, we define relations
on sequences. For any R : W0 ←→W1, define R∗ : W ∗

0 ←→W ∗
1 as

t R∗ t ′ iff t1 R t ′1 ∧ . . . ∧ t|t| R t ′|t′|

where | t | denotes the length of t , and for any 1 ≤ k ≤| t |, tk denotes the k -th
element of t . That is, sequences are R-related if they have the same length and
corresponding elements are R-related.

Let R : W0 ←→W1 be a relation. For any data type, we define the relation
[[D ]]R,W0,W1 : [[D ]]W0 ←→ [[D ]]W1 as follows.

[[intn ]]R,W0,W1 = I[[intn ]] [[bool ]]R,W0,W1 = I[[bool]] [[X ]]R,W0,W1 = R

Next we “lift” the definition of relations to arenas. We define a relational
arena AR,W0,W1 = ⟨MAR,W0,W1

, λAR,W0,W1
,⊢AR,W0,W1

⟩ : AW0 ←→ AW1 between



two parameterized arenas induced by R. Let MAWi
= CA∪(PA×Wi) for i = 0, 1.

Then, we have:

(m,m ′) ∈ MAR,W0,W1
iff

{
m = m ′, if m ∈ CA

w R w ′, ifm ∈ PA ×W0,m = p(w),m ′ = p(w ′)
λAR,W0,W1

(m,m ′) = λAW0
(m) = λAW1

(m ′)
∗ ⊢AR,W0,W1

(m,m ′) iff (∗ ⊢AW0
m ∧ ∗ ⊢AW1

m ′)
(n,n ′) ⊢AR,W0,W1

(m,m ′) iff (n ⊢AW0
m ∧ n ′ ⊢AW1

m ′)

Let define a relation LAR,W0,W1
: LAW0

←→ LAW1
between the sets of all legal

plays in AW0 and AW1 induced by R.

s LAR,W0,W1
s ′ iff (i)s (MAR,W0,W1

)∗ s ′

(ii) λAW0
(si) = λAW1

(s ′i), for 1 ≤ i ≤| s |
(iii)si justifies sj iff s ′i justifies s ′j , for 1 ≤ i < j ≤| s |

(1)

We define Domain(LAR,W0,W1
) as the set of all legal plays s from AW0 , such that

for any parameterized move p(w) in s we have that w is in the domain of R.
Finally, we define a relation Strcomp

AR,W0,W1
: Strcomp

AW0
←→ Strcomp

AW1
between

complete strategies on AW0 and AW1 induced by R.

σ Strcomp
AR,W0,W1

σ′ iff ∀ s ∈ σ.s ∈ Domain(LAR,W0,W1
)⇒ ∃S ′ ⊆ σ′.S ′ ̸= ∅ ∧

(∀ s ′ ∈ S ′.s LAR,W0,W1
s ′) ∧ Closed(A,R,W0,W1, s,S ′)

(2)

Closed(A,R,W0,W1, s,S ′) = ∀ s ′ ∈ S ′.∀ k .∀w ′ ∈W1. λ
OP (sk ) = O ∧

sk = p(w) ∧ w R w ′ ⇒ ∃ s ′′ ∈ S ′.s ′′1 = s ′1 ∧ . . . ∧ s ′′k−1 = s ′k−1 ∧ s ′′k = p(w ′)
That is, two complete strategies σ and σ′ are R-related if and only if for

any complete play s from σ which is in the domain of the logical relation, there
exists a nonempty subset S ′ of σ′ such that s is R-related to any complete play
in S ′ and S ′ is closed under those choices of Opponent moves which preserve the
relation R. We say that S ′ is R-closed with respect to s.

Before we prove the Basic Lemma for logical relations, we first show several
useful technical lemmas.

Lemma 2. Let σW : AW ⇒ BW and τW : BW ⇒ CW be two strategies and
R : W0 ←→W1 be a relation. If we have that σcomp

W0
(Strcomp

A⇒BR,W0,W1
) σcomp

W1
and

τcomp
W0

(Strcomp
B⇒CR,W0,W1

) τcomp
W1

, then

(σW0
o
9 τW0)

comp (Strcomp
A⇒CR,W0,W1

) (σW1
o
9 τW1)

comp

Proof. Let s ∈ (σW0
o
9 τW0)

comp . Then there must be some witness to this, i.e.
some u ∈ int(AW0 ,BW0 ,CW0) such that s = u � AW0 ,CW0 . By definition of
composition, we have that u � BW0 ,CW0 ∈ τcomp

W0
, and for every BW -initial

move i ∈ u � BW0 ,CW0 we have (u � AW0 ,BW0) � i ∈ σcomp
W0

. We denote by
s � i the subsequence of s consisting of all those moves which are hereditarily
justified (via chains of pointers) by the same initial move i . Since σW0 is R-
related to σW1 , there is a set Ui ⊆ σcomp

W1
such that Ui is R-closed with respect



to (u � AW0 ,BW0) � i for any BW -initial move i in u � AW0 ,BW0 . Since τW0

is R-related to τW1 , there is a set U ⊆ τcomp
W1

such that U is R-closed with
respect to u � BW0 ,CW0 . We can now generate a set U ′. For an arbitrary
u1 ∈ U we create a set of sequences in U ′ as follows. For any BW -initial move
i ∈ u1, we choose an arbitrary ui,1 ∈ Ui such that (u1 � B) � i = ui,1 � B .
Then we generate an interaction sequence u ′ ∈ int(AW1 ,BW1 ,CW1), such that
u ′ � BW1 ,CW1 = u1, and (u ′ � AW1 ,BW1) � i = ui,1. We repeat this process for
all possible u1 ∈ U and ui,1 ∈ Ui for any BW -initial move i ∈ u1. Finally, we
obtain S = {u ′ � AW1 ,CW1 | u ′ ∈ U ′}, which is R-closed with respect to s. ⊓⊔

Lemma 3. Let idAW : AW ⇒ AW be an identity strategy and R : W0 ←→ W1

be a relation. Then idcomp
AW0

(Strcomp
A⇒AR,W0,W1

) idcomp
AW1

.

Proof. Let s ∈ idcomp
AW0

. We first generate a complete play t ∈ idcomp
AW1

, such that
s is R-related to t . This is done by choosing for any Opponent move sk of the
form p(w), where k is odd, a R-related move p(w ′) from MAW1

, and setting
tk = p(w ′), tk+1 = p(w ′). Then we obtain a set S ′ from t , such that for any odd
k and for any m ∈ MAW1

, where sk MR,AW0 ,AW1
m, we create a sequence in S ′:

s ′ = t1 . . . tk−1mmtk+2 . . . t|t|. Such S ′ is R-closed with respect to s. ⊓⊔

Let R be a relation between two cpo (V ,≤) and (V ′,≤′), and let - be the
pointwise ordering on R. We say that R is complete iff (R, -) is cpo such that:

– the least element is (⊥,⊥′), where ⊥ (resp., ⊥′) is the least element of (V ,≤)
(resp., (V ′,≤′)).

– for any directed set D ⊆ R, its least upper bound consists of pointwise least
upper bounds of (V ,≤) and (V ′,≤′).

Lemma 4. For any parameterized arena AW and for any relation R : W0 ←→
W1, we have that Strcomp

AR,W0,W1
is complete.

Proof. The least elements of Strcomp
AW0

and Strcomp
AW1

are both ∅, and the least upper
bounds are unions. ⊓⊔

We now present the Basic Lemma of logical relations for our language.

Theorem 2. Let Γ, z1 : expX , . . . , zk : expX ⊢ M : T be a term such that
M contains no data values of X , and R : W0 ←→ W1 be a relation such that
(w1,w ′

1), . . . , (wk ,w ′
k ) are some pairs in R. If either M satisfies (NoEqX ) or R

is a partial function and injective, then

[[Γ ⊢ M [w1/z1, . . . ,wk/zk ]]]comp
W0

(Strcomp
[[Γ⊢T ]]R,W0,W1

)[[Γ ⊢ M [w ′
1/z1, . . . ,w

′
k/zk ]]]comp

W1

Proof. The proof is by induction on the structure of terms.
The case of free identifiers holds due to the fact that logical relations are

preserved by identity strategies (see Lemma 3).



Let ∆ = z1 : expX , . . . , zk : expX . Consider the case Γ, ∆ ⊢ M = N , where
Γ,∆ ⊢ M ,N : expX . By induction hypothesis, we have that:

[[Γ ⊢ M [−→w /∆]]]comp
W0

(Strcomp
[[Γ⊢expX ]]R,W0,W1

) [[Γ ⊢ M [
−→
w ′/∆]]]comp

W1
(∗)

[[Γ ⊢ N [−→w /∆]]]comp
W0

(Strcomp
[[Γ⊢expX ]]R,W0,W1

) [[Γ ⊢ N [
−→
w ′/∆]]]comp

W1
(∗∗)

where w1Rw ′
1, . . . ,wkRw ′

k , and we also use the following abbreviations: −→w =
(w1, . . . ,wk ),

−→
w ′ = (w ′

1, . . . ,w
′
k ), and M [−→w /∆] = M [w1/z1, . . . ,wk/zk ]. Sup-

pose t ∈ [[Γ ⊢ M = N [−→w /∆]]]comp
W0

. Then either t = q t1 t2 tt or t = q t1 t2 ff ,
where q t1 w1 ∈ [[Γ ⊢ M [−→w /∆]]]comp

W0
and q t2 w2 ∈ [[Γ ⊢ N [−→w /∆]]]comp

W0
. Let

w1 ̸= w2, and so t = q t1 t2 ff . Since R is a partial function and injective,
for any play q t ′1 w ′

1 ∈ [[Γ ⊢ M [
−→
w ′/∆]]]comp

W1
related by R with q t1 w1, and for

any q t ′2 w ′
2 ∈ [[Γ ⊢ N [

−→
w ′/∆]]]comp

W1
related by R with q t2 w2, it must be that

w ′
1 ̸= w ′

2. Then all plays of the form t ′ = q t ′1 t ′2 ff ∈ [[Γ ⊢ M = N [
−→
w ′/∆]]]comp

W1

are R-related with t . The other case, when w1 = w2 is similar. So we have
[[Γ ⊢ M = N [−→w /∆]]]comp

W0
(Strcomp

[[Γ⊢expbool]]R,W0,W1
) [[Γ ⊢ M = N [

−→
w ′/∆]]]comp

W1
.

Recursion Γ ⊢ YM : T is handled by using the following facts:

– Strcomp
[[Γ⊢T ]]R,W0,W1

is complete by Lemma 4
– the inductive hypothesis [[Γ ⊢ M : T → T ]]comp

W0
(Strcomp

[[Γ⊢T→T ]]R,W0,W1
) [[Γ ⊢

M : T → T ]]comp
W1

– and the definition of recursion [[Γ ⊢ YM : T ]] (see [1, 2]).

The other cases for language constants and constructs are proved similarly,
and we also use the fact shown in Lemma 2 that logical relations are preserved
by composition of strategies. ⊓⊔

Remark. In Theorem 2, we have made an assumption that data values of X
that occur as expression constants in M must be R-related in the two versions
of M with parameters W0 and W1. This is so because any complete play s and
any play in its R-closed set S ′ have to be R-related on their Player moves. For
example, let W0 = W1 = {0, 1}, and R = {(0, 1)}. Then [[⊢ 0 : expX ]]W0 is not
R-related to [[⊢ 0]]W1 , but is R-related to [[⊢ 1]]W1 .

Example 1. Consider the term M1:

f : expX f ,1 → comf , x : expX x ⊢ f (x ) : com

The model representing this term, when [[X ]] = {0, 1}, is shown in Fig. 1.
The model illustrates only the possible behaviors of this term: f may evaluate
its argument, zero or more times, then the term terminates with a move done.
The model makes no assumption about the number of times that f uses its
argument. Note that moves tagged with f represent the actions of calling and
returning from the function, while moves tagged with f , 1 are the actions caused
by evaluating the first argument of f .



run

done

runf q f,1

q x

1 x

0 x

0 f,1

1 f,1

f done

Fig. 1. The strategy for M1 as a finite automaton

Let W = {0, 1}, W ′ = Z (integers), and R = {(0,−n), (1,n) | n ∈ {0, 1, . . .}}.
This term satisfies (NoEqX ), so by Theorem 2 we have that [[M1]]

comp
W and

[[M1]]
comp
W ′ are related by R. For example, let s = run runf qf ,1 qx 1x 1f ,1 donef done

∈ [[M1]]
comp
W . Then, the corresponding R-closed subset of [[M1]]

comp
W ′ is:

S ′ = {run runf qf ,1 qx nx n f ,1 donef done | n ∈ {0, 1, . . .}}

Also note that, for s = run runf qf ,1 qx 1x 1f ,1 qf ,1 qx 1x 1f ,1 donef done, the cor-
responding R-closed set is:

S ′ = {run runf qf ,1 qx nx nf ,1 qf ,1 qx mx mf ,1 donef done | n,m ∈ {0, 1, . . .}}

This is so because two occurrences of 1x in s are Opponent moves, so S ′ needs
to be closed under all alternative choices of these moves which preserve R.

Let W = {0, 1, 2, 3}, W ′ = {0}, and R = {(0, 0)}. Then [[M1]]
comp
W and

[[M1]]
comp
W ′ are also related by R. ⊓⊔

Example 2. Consider the term M2:

f : comf ,1 → comf , abort : comabort , x : expX x , y : expX y ⊢
f
(
if ¬(x = y) then abort

)
: com

run

done

runf runf,1

q x

f

q y

tt
y

done

donef,1

runabort

tt x

ff x

q y

ff
y

tt
y

ff
y

doneabort

Fig. 2. The strategy for M2

The model for this term with parameter {tt ,ff } is shown in Fig. 2. Let
W = {0, 1, 2, 3}, W ′ = {tt ,ff }, and R = {(0, tt), (1,ff )}. This term does not



satisfy (NoEqX ), so R is a partial function and injective. By Theorem 2, terms
M2 with parameters W and W ′ are related by R. Let

s = run runf runf ,1 qx 1x qy 0y runabort doneabort donef ,1 donef done

be a complete play for M2 with parameter W . Then, the corresponding R-closed
subset of [[M2]]

comp
W ′ is:

S ′ = {run runf runf ,1 qx ff x qy tty runabort doneabort donef ,1 donef done} ⊓⊔

5 Threshold Collections

In this section we present theorems which provide sufficient conditions for reduc-
ing the verification of properties for all interpretations of X , to the verification
of the same properties for finite interpretations of X .

Theorem 3. Let Γ ⊢ M ,N : T be terms which satisfy (NoEqX ), W0 = {0},
and all data values of X in M and N are from W0.
(i) If Γ ⊢W0 M @∼/N then Γ ⊢W M @∼/N for all W .
(ii) If Γ ⊢W0 M is not safe then Γ ⊢W M is not safe for all W .
(iii) If Γ ⊢W0 M is safe then Γ ⊢W M is safe for all W .

Proof. Let R : W ←→ W0 be the unique total function from W to W0. By
Theorem 2, we have that

[[Γ ⊢ N ]]comp
W (Strcomp

[[Γ⊢T ]]R,W ,W0
) [[Γ ⊢ N ]]comp

W0
(1)

[[Γ ⊢ M ]]comp
W0

(Strcomp
[[Γ⊢T ]]R−1,W0,W

) [[Γ ⊢ M ]]comp
W (2)

We will prove (i) by contraposition. Suppose that Γ ⊢W M @∼ N for some
W . Let t ∈ [[Γ ⊢ M ]]comp

W0
. By (2), there exists t ′ ∈ [[Γ ⊢ M ]]comp

W such that
t(L[[Γ⊢T ]]R−1,W0,W

)t ′ (*). Since Γ ⊢W M @∼ N , we have t ′ ∈ [[Γ ⊢ N ]]comp
W . Now by

(1), there exists t† ∈ [[Γ ⊢ N ]]comp
W0

such that t ′ L[[Γ⊢T ]]R,W ,W0
t† (**). By (*), (**),

the fact that W0 ×W0 is the identity relation, it follows that t = t†. Therefore,
[[Γ ⊢ M ]]comp

W0
⊆ [[Γ ⊢ N ]]comp

W0
, and so Γ ⊢W0 M @∼ N . The cases (ii) and (iii) are

similar. ⊓⊔

Theorem 4. Let Γ ⊢ M ,N : T be terms, κ be a nonzero integer such that
Wκ = {0, . . . , κ}, and all data values of X in M and N are from Wκ.
(i) If Γ ⊢Wκ M @∼/N then Γ ⊢Wκ′ M @∼/N for all κ′ ≥ κ.
(ii) If Γ ⊢Wκ M is not safe then Γ ⊢Wκ′ M is not safe for all κ′ ≥ κ.

Proof. Consider the case (i). The proof is by contraposition. Suppose that Γ ⊢Wκ′

M @∼ N for some κ′ ≥ κ. Let R : Wκ ←→Wκ′ be a total function and injective.
By Theorem 2,

[[Γ ⊢ M ]]comp
Wκ

(Strcomp
[[Γ⊢T ]]R,Wκ,W

κ′
) [[Γ ⊢ M ]]comp

Wκ′ (1)



Let t ∈ [[Γ ⊢ M ]]comp
Wκ

. By (1), there exists t ′ ∈ [[Γ ⊢ M ]]comp
Wκ′ such that

t(L[[Γ⊢T ]]R,Wκ,W
κ′

)t ′ (*). By assumption, we have t ′ ∈ [[Γ ⊢ N ]]comp
Wκ′ . Let π :

Wκ′ ←→ Wκ be such that π : Wκ′\Range(R) → Wκ is a total function. Then
R−1 ∪ π : Wκ′ ←→ Wκ is a total function and surjective. But Wκ ⊆ Wκ′ ,
(R−1 ∪ π) � Wκ is injective, and t ′ ∈ Domain(L[[Γ⊢T ]](R−1∪π)�Wκ,W

κ′ ,Wκ
). In

a manner similar to the proof of Theorem 2, we can show that there exists
t† ∈ [[Γ ⊢ N ]]comp

Wκ
such that t ′(L[[Γ⊢T ]]R−1∪π,W

κ′ ,Wκ
)t† (**). It follows from (*),

(**), and the definition of R, that t = t†. Therefore, Γ ⊢Wκ M @∼ N .
Consider the case (ii). Suppose that Γ ⊢Wκ′ M is safe for some κ′ ≥ κ.

Let R : Wκ ←→ Wκ′ be a total function and injective. By Theorem 2, [[Γ ⊢
M ]]comp

Wκ
(Strcomp

[[Γ⊢T ]]R,Wκ,W
κ′

) [[Γ ⊢ M ]]comp
Wκ′ (1). Let t ∈ [[Γ ⊢ M ]]comp

Wκ
. By (1),

there exists t ′ ∈ [[Γ ⊢ M ]]comp
Wκ′ such that t(L[[Γ⊢T ]]R,Wκ,W

κ′
)t ′ (*). But t ′ is safe

by assumption, i.e. it does not contain unsafe moves. So it must be that t is also
safe. ⊓⊔

Example 3. The term M1 from Example 1 with parameter W0 = {0} is abort-
safe. By Theorem 3, we can conclude that M1 is abort-safe for all W . So M1

where X is replaced by int is also abort-safe.
The term M2 from Example 2 with parameter W1 = {0, 1} is abort-unsafe.

By Theorem 4, it follows that M2 is abort-unsafe for all Wκ′ , κ′ ≥ 1 (which also
includes int). ⊓⊔

6 Application

From now on, we restrict the programming language to the 2nd-order recursion-
free fragment. More precisely, function types are restricted to T ::= B | B →
T . This restriction is made since the game semantic model for this language
fragment is decidable, i.e. the model can be given concrete automata-theoretic
representations using the regular languages as in [6] and the CSP process algebra
as in [4], and so a range of verification problems such as approximation and
safety can be solved algorithmically. We have extended the tool given in [4],
which supports only IA terms, such that it automatically converts a predicatively
parametrically polymorphic IA term into a parameterized CSP process [15] which
represents its game semantics. The resulting CSP process is defined by a script
in machine readable CSP which the tool outputs.

Let us consider an implementation of the linear search algorithm:

x [k ] : varX , y : expX , abort : com ⊢
newX a[k ] in newintk+1 i := 0 in
while (i < k) do {a[i ] := x [i ]; i := i + 1; }
newX z := y in newbool present := false in
while (i < k) do { if (a[i] = z) then present := true; i := i + 1; }
if (¬ present) then abort : com

The code includes a meta variable k > 0, representing array size, which will be
replaced by several different values. The data stored in the arrays x , a, and the



expression y is of type X , and the type of index i is intk+1, i.e. one more than
the size of the array. The program first copies the input array x into a local
array a, and the input expression y into a local variable z . Then, the local array
is searched for an occurrence of the value stored in z . If the search fails, then
abort is executed. The equality is the only operation on the data of type X (see
the bold in the code), so this term does not satisfy (NoEqX ).

done

run readx[0]
1 x[0]

0 x[0]

readx[1]

readx[1]

1 x[1]

0 x[1]

1 x[1]

0 x[1]

qy

qy

qy

1y

1y
0y

0y

1y

0y

runabort

doneabort

Fig. 3. Model for the linear search with k=2 and W1 = {0, 1}.

A model for the term with k = 2 and parameter W1 = {0, 1} is shown in
Fig. 3. If the value read from y has occurred in x then the term terminates
successfully without executing abort; otherwise the term runs abort. If this term
is tested for abort-safety, we obtain the following counter-example:

run readx [0] 1x [0] readx [1] 1x [1] qy 0y runabort doneabortdone

By Theorem 4, it follows that this term is abort-unsafe for all Wκ′ , κ′ ≥ 1. So
if X is replaced by int, the term is also abort-unsafe. We performed experiments
for the linear search term with different sizes of k and Wκ = {0, . . . , κ}, by
converting the term into a CSP process and then using FDR model checker 2 to
generate its model and test its abort-safety. Experimental results are shown in
Table 1. The execution time is given in seconds, and the size of the final model
in number of states. We ran FDR on a Machine AMD Phenom II X4 940 with
4GB RAM. We can see that the model and the time increase very fast as we
increase the size of Wκ. Still by using Theorem 4, it only suffices to check the
term with parameter W1 in order to infer its safety for all Wκ′ , κ′ ≥ 1.

6.1 Integration with Abstraction Refinement

We can combine our parameterized approach with an abstraction refinement
procedure (ARP) [3], since both approaches can be applied to terms which con-
tain infinite (integer) types. The former approach will be used to handle all
data-independent integer types, which will be treated as parameters, while the
rest of infinite types will be handled by the latter approach.
2 http://www.fsel.com



W1 W2 W3

k Time Model Time Model Time Model

5 2 36 2 68 2 124

10 7 66 8 138 10 274

15 18 96 20 208 39 424

20 40 126 47 278 160 574
Table 1. Verification of linear search

In the ARP (see [3] for details), instead of finite integers we introduce a new
data type of abstracted integers intπ. We use the following finitary abstractions
π: [ ] = {Z}, [n,m] = {< n,n, . . . , 0, . . . ,m − 1,m, > m}, where Z , <n = {n ′ |
n ′ < n}, and >n = {n ′ | n ′ > n} are abstract values. Abstractions are refined by
splitting abstract values. We check safety of Γ ⊢W M : T (with infinite integer
data types) by performing a sequence of iterations. The initial abstracted term
Γ0 ⊢W M0 : T0 uses the coarsest abstraction [ ] for any integer identifier. In
every iteration, the game semantics model of the abstracted term is checked for
safety. If no counterexample or a genuine one is found, the procedure terminates.
Otherwise, if a spurious counter-example is found, it is used to generate a refined
abstracted term, which is passed to the next iteration.

For example, let us reconsider the linear search term. The ARP needs k +
2 iterations to automatically adjust the type of the local variable i from the
coarsest abstraction with a single abstract value [ ] to the abstraction [0, k ]. For
such abstraction of i (int[0,k ]), a genuine counter-example is found.

7 Conclusion

The paper presents how we can automatically verify parameterized terms for all
instances of the parameter X . We described here the case where there is one data
type variable X . If there is more than one such variable, the obtained results can
be applied to one at a time. The approach proposed here can be also extended
to terms with nondeterminism [5], concurrency [7], and other features.
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