Surface Motion Capture Transfer with Gaussian Process Regression
Adnane Boukhayma, Jean-Sébastien Franco, Edmond Boyer

To cite this version:
Adnane Boukhayma, Jean-Sébastien Franco, Edmond Boyer. Surface Motion Capture Transfer with Gaussian Process Regression. CVPR 2017 - IEEE Conference on Computer Vision and Pattern Recognition, Jul 2017, Honolulu, United States. pp.3558-3566, 10.1109/CVPR.2017.379. hal-01491386v2

HAL Id: hal-01491386
https://inria.hal.science/hal-01491386v2
Submitted on 2 Aug 2017

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Surface Motion Capture Transfer with Gaussian Process Regression

Adnane Boukhayma, Jean-Sébastien Franco, Edmond Boyer
Inria, LJK, Univ. Grenoble Alpes
firstname.lastname@inria.fr

Abstract

We address the problem of transferring motion between captured 4D models. We particularly focus on human subjects for which the ability to automatically augment 4D datasets, by propagating movements between subjects, is of interest in a great deal of recent vision applications that builds on human visual corpus. Given 4D training sets for two subjects for which a sparse set of corresponding key-poses are known, our method is able to transfer a newly captured motion from one subject to the other. With the aim to generalize transfers to input motions possibly very diverse with respect to the training sets, the method contributes with a new transfer model based on non-linear pose interpolation. Building on Gaussian process regression, this model intends to capture and preserve individual motion properties, and thereby realism, by accounting for pose inter-dependencies during motion transfers. Our experiments show visually qualitative, and quantitative, improvements over existing pose-mapping methods and confirm the generalization capabilities of our method compared to state of the art.

1. Introduction

After more than a decade of predominance of standard motion capture, we have witnessed in the recent years the emergence of 4D surface capture systems either through high quality multi-view set-ups [9, 10] or in a more democratized form with low-cost sensors [16, 13, 27]. The tasks related to the acquisition and exploitation of 4D data, such as tracking [1, 15, 7], appearance modelling [6, 24] and animation [17, 8, 5] have received a great deal of interest from the vision and graphics communities recently, and there are still many problems to be solved in this respect. Notably, a number of challenges remain open when dealing with corpus of moving subjects. Such datasets can find many uses for 3D content generation, augmenting machine learning training sets or statistical modeling, among other examples.

In this paper, we address the task of transferring cap-
the accuracy of the transfer and generalization capability of the method. We also evaluate the benefit of densification versus only using the initially annotated sparse key-frame pairs. Under this protocol, we are able to verify quantitatively and qualitatively that our method outperforms all existing strategies and yields more visually pleasing results in typical vision-based surface capture scenarios, in particular achieving higher fine-scale motion fidelity of the transfer.

2. Related work

Existing works in the field of captured surface motion transfer can be roughly categorized with respect to the surface motion parameterization they consider and to the motion transfer model they apply.

Skeleton to Surface. Articulated motions can be naturally parameterized using skeletons and several works resort to such models to transfer motions between subjects as in [11, 23, 29]. In order to be applicable to surface based information, e.g. 3D meshes in our case, this strategy requires mesh rigging and skinning or tracked control points. Obtaining this information reliably in generic situations is often difficult, for instance with loose clothing, and we follow a different strategy that does not rely on intermediate representations.

Surface to Surface given correspondences. The seminal work of [20] proposed an elegant solution to transfer deformations between triangulated meshes based on deformation gradients. Such a solution was applied to synthetic and real models of humans, animals as well as recently to faces [22]. [4] generalized such deformation transfer to multi-component and non manifold meshes using harmonic maps. While successful, this strategy however requires correspondences between surface meshes which can easily be involved and complicated. In addition, a local transfer strategy can be disadvantageous with shapes that differ in the way they deform locally when undergoing similar global motions. We therefore favor a more global approach.

Surface to Surface without correspondences. The work of [19] uses a linear pose mapping from sparse point clouds to surface data for character control. Closer to our concern, [3] proposed a method that performs semantic deformation transfer between surfaces. This method does not require local correspondences and accomplishes instead motion transfers through poses within spaces spanned by key-poses (key-frames), for which global correspondences are given. This approach was later extended to multi-component objects [31]. We follow a similar strategy, albeit significantly improving the pose space representation, which accounts for all training poses in our case, instead of sparse key-poses only. Ours differs also in the transfer function that accounts for global rigid displacements and is based on non-linear regressions instead of direct pose mapping, with the benefit of allowing the transfer of more complex motion patterns.

Transfer Model. Motion transfer models have been largely studied in the literature in the case of mocap and therefore sparse data. They range from direct transfer to linear and non-linear interpolation models. Among the latter, Gaussian Processes have proven to be effective for performing various tasks with mocap data, such as non-trivial transfers to non-humanoid characters [29] or, interestingly with complex real subjects, motion style and variability modelling [25, 26]. Our framework thus builds on Gaussian Process Regression and extends it to surface mesh data.

3. Method Overview

Our approach considers as input 3D shape sequences of two moving subjects as acquired with multi-view acquisition systems (see figure 1). It handles the possibility of different acquisition systems for source and target, e.g. different resolution and frame rate. Shapes are represented by 3D
meshes which are globally consistent for a given subject, *i.e.* all the subject's poses are represented with the same mesh. This is not true between subjects that can even present different topologies. A first set of various motions is used to train the transfer function between subjects. We assume that sparse frame correspondences between sequences (as illustrated with colors in figure 1) are given to bootstrap the motion transfer. They represent semantic correspondences [3] between subject’s poses as seen or desired by the user and therefore need not be accurate. The transfer mapping estimation follows then two steps:

1. **Correspondence Densification:** from the sparse semantic correspondences, or key-poses, a dense correspondence map between the two subject’s poses is obtained using dynamic time warping applied to motion sequences in the training set.

2. **Transfer Model:** a non-linear mapping between the subjects’ pose spaces is learned using Gaussian Process Regression applied on the full set of pose correspondences.

Given then a newly acquired motion sequence for one of the subjects, its *transferred* version onto the other subject is obtained by mapping each pose of the source sequence to a corresponding pose in the space of the target subject using the transfer model. In practice, shapes are represented as body parts over which regressions are performed. The benefit is to significantly improve the transfer model accuracy since the limbs of observed subjects can move independently, making global regression over the full body less precise. Another feature of the approach is to compensate the increased complexity with body part regressions using PCA dimension reduction applied to body parts. We introduce the different components of the approach below.

### 4. Shape Pose Representation

A shape is represented by a 3D mesh $M_i$, whose pose is encoded in its vertex positions. Different subjects are represented by different meshes. A shape pose is in practice characterized by elements such as its global rigid transformations and its body part poses. While not fully independent, only weak dependencies of body limb movement with body motions are observed and the body-part model produces better results in our experiments. Consequently, we choose to learn transfer functions for all elements using independent regressions. In addition, we further reduce body part pose representations using PCA.

**Rigid Transformation** Let $\{M_i\}_{1 \leq i \leq n}$ be the $n$ poses of a shape $M$. We first rigidly align all the consistent meshes $\{M_i\}_{1 \leq i \leq n}$ of a subject using standard Procrustes analysis applied to the mesh vertex coordinates. We assume, without loss of generality, that all motions starts at the same space location and with the same initial orientation. Hence, a shape pose is represented by its aligned mesh $M_i$, and its globally rigid displacement from the previous pose in the motion sequence in which it appears. This elementary rigid motion is composed of a translation $\delta T_i$ and rotation $\delta R_i$ that will further be part of the transfer analysis. To this aim, in particular to perform regression, a 6-dimensional linear parametrization of the transformation $(\delta T_i, \delta R_i) \mapsto (t_x, t_y, t_z, h_1, h_2, h_3)^T$, based on exponential maps for the rotation parameters $h_i$, is used.

**Body Parts** As mentioned earlier, body parts can move independently, for instance arms can move differently over various instances of a walking movement while legs present similar motions. As a result, learning independent transfer functions for each body part can increase accuracy compared to a global strategy, which is confirmed by our experiments (see section 7). In order to ease the decomposition in practice while keeping robustness, we adopt a strategy similar to [21] with a coarse but overlapping mesh segmentation. To this purpose, as illustrated in figure 2, for each subject the user provides closed and non-intersecting curves that delimit each overlapping region between contiguous body parts on $M$. Throughout the regression process, each body part will be augmented with the overlap regions it shares with its neighboring parts. During the motion transfer, merging will be achieved to ensure seamless body part stitching as described later in section 6.1.

Each aligned mesh $M_i$ is therefore decomposed into $N$ body part sub-meshes $\{P^k_i\}_{1 \leq k \leq N}$. In our experiments, we use $N = 5$ parts in a tree structured hierarchy including a torso as the root, and a pair of arms and legs as children nodes.

**PCA Dimension Reduction** In order to reduce the computational cost, dimension reduction is applied on each body part using Principal Component Analysis. All body part sub-meshes for a given subject are first rigidly aligned and PCA applied on the vertex locations. For a given pose $i$, each body part $P^k_i$ is now expressed as a vector of eigen decomposition coefficients $x = (x_1, \ldots, x_m)^T$, where the reduced dimension $m$ could be different from source to target subjects. In practice, we use $m = 20$ coefficients for each body part. Note that this operation, as the body segmentation step, introduces additional inaccura-
cies in the overlapping regions that require post-processing (section 6.1).

5. Pose Mapping

Given two groups of shape poses for two subjects and a set of key-pose correspondences between the groups, we want to estimate a function that maps poses from one group to the other. Since the objective is to transfer motions, hence sequences of poses, we expect this function to provide consistent and realistic temporal pose arrangements. Relying for that purpose on sparse key-poses only, as in [3], is sub-optimal when global semantic motion correspondences, e.g. walking or running, are known. We therefore first extend the set of key-pose correspondences to full pose correspondences between similar motions. Second, in order to better capture pose inter-dependencies, we perform a global non-linear regression over all pose correspondences. Our experiments demonstrate that both contribute to a better accuracy of motion transfers.

5.1. Temporal Correspondence Densification

![Figure 3: Pose correspondence densification and mapping.](image)

For every pair of matching motions in the training set, sparse semantic correspondences between the source and target poses are provided by the user (see figure 3). Starting from these initial correspondences, our aim is to optimally propagate associations to the rest of the sequence by solving a shortest path problem using dynamic time warping. The costs of source and target pose associations are derived from a linear mapping between poses as learned from the initial correspondences. A linear model per motion is sufficient here to capture the information given by the very few initial associations (around 5 key-poses per sequence in our experiments).

**Association cost** Using the notations introduced in section 4, we hence assume that the mapping between the target and source pose vectors $y$ and $x$ of part $k$ is linear, up to an observation noise vector $\varepsilon$, thus:

$$y = Mx + \varepsilon,$$

where $M$ is the matrix of the linear transformation for part $k$. We assume that the additive noise follows a Gaussian distribution: $\varepsilon \sim \mathcal{N}(0, \sigma^2 I)$, where $\sigma^2 = 0.01$ in our experiments. Together with the above linear formulation, this assumption gives rise to the following likelihood for body part $k$:

$$p(Y|X, M) = \mathcal{N}(MX, \sigma^2 I),$$

where matrices $X$ and $Y$ contain the stacked source and target initially matched key-poses: $X = (x_1, \ldots, x_L)$ and $Y = (y_1, \ldots, y_L)$ for part $k$, assuming we have $L$ key-pose correspondences. Given a zero mean identical Gaussian prior on rows of $M$, the posterior distribution over $M$ can then be written as follows:

$$p(M|Y, X) \propto p(Y|X, M)p(M),$$

$$p(M|Y, X) = \mathcal{N}\left(\frac{1}{\sigma^2}YX^T A^{-T}A^{-1}\right),$$

where $A = \frac{1}{\sigma^2}XX^T + I$. The predictive distribution for the function $Mx$ at $x$ is obtained by averaging over all matrices $M$ with the Gaussian posterior in (3):

$$p(Mx|x, Y) = \int_M p(M|x, Y) Mx$$

$$= \mathcal{N}\left(\frac{1}{\sigma^2}YX^T A^{-T}x, x^T A^{-1}x I\right).$$

Hence for a given body part $k$, the probability of the target pose $y_j$ to belong to the predictive distribution for $Mx$ at the source pose $x_i$ is then:

$$P_{i,j}^k = e^{-\frac{1}{2}(y_j - \mu_i)^T(Sigma_i)^{-1}(y_j - \mu_i)},$$

where $\mu_i = \frac{1}{\sigma^2}YX^T A^{-T}x_i$ and $\Sigma_i = x_i^T A^{-1}x_i I$. For the whole body, the probability, or cost, of this association between poses $i$ and $j$ is then the product of the latter probabilities over all the body parts:

$$P_{i,j} = \prod_{1 \leq k \leq N} P_{i,j}^k.$$
Dense Correspondence  Denoting by \( f_s \) and \( f_t \) the source and target sequence sizes, the next is to find a map \( \phi : [1, \ldots, f_s] \rightarrow [1, \ldots, f_t] \) between source and target sequence poses that maximizes the product of the association probabilities \( \{i, \phi(i)\} \):

\[
\phi_* = \arg \max_\phi \prod_i P_i, \phi(i),
\]

\[
= \arg \min_\phi \sum_i - \log (P_i, \phi(i)) .
\]

When formulated as a minimization, as above, and taking into account some motion priors such as continuity and monotonicity, finding a mapping \( \phi \) can be cast as a shortest path problem, solved using a dynamic programming algorithm [14]. The solution corresponds to a least cost path within a cost matrix (shown in figure 3) taking the negative log of the probability \( P_{i,j} \) as value for node \((i,j)\). In our implementation, we bound the path through the cost matrix to be continuous, not reserve path, not include more than 3 vertical or horizontal consecutive nodes in a row, and also run through the initial key-pose correspondences.

5.2. Pose and Displacement Mapping

Using the densification approach presented before, we can augment the set of source and target pose correspondences using all the motion sequences present in the training datasets. This allows to benefit from both variability and redundancy in the shape pose training set. In the previous section, a linear model was used to map poses between the source and target in each motion sequence. We consider now the full set of corresponding poses, whose correspondence distribution is expected to be better captured by a more elaborate model, as demonstrated in our experiments.

Non-linear Model  For a given body part, we assume that the \( \phi \)-th parameter \( y_i \) of the target pose \( y \) can be related to a new source vector \( x \) with a non-linear function and up to an observation noise:

\[
y_i = f_i(x) + \varepsilon ,
\]

with \( \varepsilon \sim \mathcal{N}(0, \sigma^2) \) and \( \sigma^2 = 0.1 \) in our experiments. We use a Gaussian Process (GP) to describe the distribution over such functions \( f_i(x) \) given a training set.

A Gaussian process is a collection of random variables, any finite number of which have a joint Gaussian distribution. It extends multivariate Gaussian distributions to infinite dimensionality. GP have shown to be efficient in solving similar regression problems on sparse motion representations. A GP is defined by its mean and covariance functions. Since body parts are first aligned, we assume the mean functions to be null. For the covariance functions, we introduce the following entities:

\[
K = \begin{bmatrix} k(x_1, x_1) & \cdots & k(x_1, x_F) \\ \vdots & \ddots & \vdots \\ k(x_F, x_1) & \cdots & k(x_F, x_F) \end{bmatrix},
\]

\[
K_* = \begin{bmatrix} k(x_s, x_1) & \cdots & k(x_s, x_F) \end{bmatrix},
\]

\[
K_{**} = k(x_s, x_s),
\]

where \( F \) is the total number of training poses, and \( x_s \) is a new input pose for a body part and \( k(\cdot, \cdot) \) a kernel function. In our experiments, the neural network covariance below outperforms other traditional kernels (see section 7):

\[
k_{nn}(x, x') = \sigma^2 \sin^{-1} \left( \frac{1}{2\pi} x^T x' \right) \sqrt{\left( 1 + \frac{1}{2\pi} x^T x \right) \left( 1 + \frac{1}{2\pi} x'^T x' \right)}
\]

where the hyper-parameters \( l \) and \( \sigma_f \) are optimized using conjugate gradients [18]. Using the GP prior on function \( f_i \), the joint distribution of the observed target pose parameters \( \{y_i\} \) over the training set and the predicted parameter \( y_{i*} = f_i(x_s) + \varepsilon \) at the new source pose \( x_s \) can be expressed as follows:

\[
\begin{bmatrix} y_i \\ y_{i*} \end{bmatrix} \sim \mathcal{N} \left( 0, \begin{bmatrix} K + \sigma^2 I & K^T \\ K & K_{**} \end{bmatrix} \right)
\]

By conditioning the joint Gaussian prior distribution on the observations [18], we obtain the posterior distribution for \( y_{i*} \):

\[
p(y_{i*}|X, Y, x_s) \sim \mathcal{N} \left( K_* [K + \sigma^2 I]^{-1} Y, \left( K_* - K_* [K + \sigma^2 I]^{-1} K^T \right) \right)
\]

where the matrix \( X \) contains the stacked values of the source part poses \( x \) in the training set and the vector \( Y \) contains the stacked values of the pose parameter \( y_i \) in the corresponding target pose in the training set. Finally, for a given input pose \( x_s \), we take the mean of this distribution as the predicted output value:

\[
y_{i*} = K_* [K + \sigma^2 I]^{-1} Y
\]

this for all the body part pose parameters \( \{y_{i*}\}_{1 \leq i \leq m} \) and over all body parts.

Rigid Displacement  As explained in section 4, a shape pose is characterized by its body part poses as well as its rigid displacement from the previous pose in the considered motion sequence. This rigid displacement is modeled using a similar GPR approach that learns from all training correspondences the mappings between the source displacement vectors and each of the 6 target displacement vector values.

6. Shape Pose Reconstruction

Using the approach described in the previous sections we can predict body part poses and global rigid displacement for any input source pose. Since these predictions are
independent, a post-processing step is required to combine them all in a consistent way. This includes body part correction, body part stitching and a global rigid displacement according to the prediction. We elaborate on the body part tasks below. Note also that final motions might require additional traditional post-processing such as self-intersection clean up, or foot-skating correction to ensure foot contacts don’t appear to be slipping.

6.1. Body Part Correction

As a result of the reduced pose parametrization, mesh deformities can appear in the predicted body-part meshes such as shrinkage, distortion and local magnification. We propose in this section an example-based algorithm that solves these limitations. It relies on the assumption that mesh deformities result from strong non-isometric deformations, that we therefore try to factor out. The algorithm is composed of the following steps, illustrated in figure 4:

- The $M$ nearest meshes to the predicted mesh are found in the training set, according to a simple vertex-to-vertex distance. In our experiments, 3 nearest meshes were enough to obtain perceptually valid results. A weight $w_i$ is associated to each nearest mesh, which decreases with the distance to the predicted mesh.
- Polar decompositions are performed between triangles on nearest meshes and their correspondents on the predicted mesh to obtain isometric $\{R_i\}$ (Rotation) and non-isometric $\{S_i\}$ (Shear/Scale) deformation components per triangle.
- Nearest mesh triangles are deformed with only the isometric per-face components $\{R_i\}$ and the corresponding deformed meshes are reconstructed using a Poisson based method [28]. The resulting $M$ deformed meshes are then combined using weights $\{w_i\}$.

Figure 5 shows a correction example where the algorithm helps correct shrinkage and local magnification in the prediction.

6.2. Part Stitching

Assuming we deal with zero-genus manifold meshes, drawing two non-intersecting curves on the mesh will result in an overlap region that is topologically equivalent to a cylinder, as can be visualized in figure 6 flattened with conformal mapping. For a pair on contiguous body parts, and after rigidly aligning the child parts to the root part with respect to the overlap region, we look for a closed curve within this shared overlap topology that we will use as a Dirichlet boundary condition for Poisson mesh merging algorithm [30] applied to these two parts. The topological curve that is more likely to produce seamless merges is the one with the least deformation cost between its two instantiations in the root and child geometries. Following [12], an approximation of this solution is found with a Dijkstra shortest path algorithm. This process is subsequently reiterated for all overlap regions to recover the full final body merged mesh.

7. Evaluation

To demonstrate our method, we use two datasets containing temporally coherent mesh sequences of matching basic motions, and we attempt motion transfer from one dataset to the other in both ways. DAN [8] dataset has meshes with 2667 vertices and 5330 faces and was recorded at 25 fps. THOMAS [5] dataset has more uniform meshes with 5000 vertices and 10000 faces and was recorded at a higher
frame rate; 50 fps. For the training, we match THOMAS’s sequences Walk, Run, Jump, Jump forward and Bend with DAN’s sequences Walk, Jog, High jump, Long jump and Big box low respectively. We initialize the key-pose correspondences with 5 frames for each sequence and end up with a total number of 350 pairs of frame correspondences after densification. As we show in figures 10.1 and the accompanying video, we succeed in transferring both motions that are semantically similar to the ones in the training set, like Run2walk, and other new motions not represented in the training set, such as Duck, Push, Upstairs, Downstairs.

For quantitative evaluations, we fully annotate the motion datasets with frame to frame correspondences, and we randomly split this ground-truth data into a training set and a cross-validation set. The training set accounts for 70% of the pair samples, while the remainder belongs to the testing set. For a given pose regression method, we plot the training set error and the cross-validation set error as a function of the size of the training subset and in terms of root mean square of mesh per-vertex error. We carry these experiments for transfer in both direction, i.e. from THOMAS to DAN and from DAN to THOMAS.

**Transfer Model** We compare our pose regression model to other methods both quantitatively and qualitatively. We use Gaussian Process regression with the neural network kernel, and compare it to the squared exponential kernel, the linear kernel and the method presented in [3], which uses source and target affine spaces spanned with key-poses, and a mapping derived from these key-pose pair associations. As shown in figure 7, our method outperforms the rest for both training and testing errors.

The low cross-validation error curve of our method is demonstrated in the qualitative comparison through a visually superior generalization ability that we can witness in figure 10. For both examples, Duck and Run2walk, our method succeeds in extrapolating the best prediction corresponding to the input motion, while preserving the properties inherent to the target motion space. The other methods fail to achieve comparable results. We note that we show raw outputs in figure 10 for all methods alike, prior to the mesh enhancement process described in section 6.1 (see also accompanying video).

Perceptually, we noticed that affine mapping performs particularly poorly in our training scenario, which consists of relatively large training examples obtained from dense temporal matching between several different motions. On the contrary, our strategy does not suffer from the training set extension thanks to the Gaussian model ability to better handle redundancy, variability and uncertainty in the associations.

**Dense correspondence** We evaluate the impact of using dense correspondence instead of sparse key-pose associations both qualitatively and quantitatively. To this end, we recalculate the learning curves in figure 7. Only this time, the training subset, randomly selected with gradually increased size throughout the experiment, is initialized with key-pose pairs. We can see in figure 8 that the generalization error globally decreases for all methods as we densify the correspondences, which accordingly translates into visually improved predictions in figure 10. The linear regression seems to be an exception to this behaviour. In fact, with more training examples, the linear model under-fits the learning set, which also results in poor predictions. We note also that cross-validation errors are globally lower in figure 8 which makes perfect sense as key-poses are meant to better encode variability in the data and hence yield better generalization.

**Body parts** Using our regression method, we reiterate the learning curve experiments (figure 7) for two different pose representations: Using the whole body mesh, and using body parts. As we show in figure 9, independent transfer of body part motion compares favorably to the whole body approach both in training and testing errors, for equivalent total number of input and output dimensions.

### 8. Conclusion

We presented in this work a novel solution for surface motion capture transfer that doesn’t require source and target mesh correspondence. We contributed a Gaussian Process regression model applied directly to mesh data, and a correspondence densification scheme based on probabilistic dynamic time warping. Densifying the correspondences helps better capture motion style and variability. Concordantly, this richer variability is modelled more accurately with our non-linear regression. We also propose a user friendly algorithm for body parts separation and automatic stitching, and an example-based approach to improve predicted meshes with respect to the training set. This last heuristic compensates for the limitations of the linear parametrization of shape poses, which is mainly motivated by compatibility with standard regression kernels. A more elaborate regression model designed specifically for manifold valued data [2] could be attempted as a next step. We could also consider transferring appearance information along with geometry.
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Figure 7: Learning curves for various regression models.
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Figure 8: Learning curves for various regression models. Training subset initialized with key-poses.
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Figure 9: Learning curves for the GPR model with neural network kernel with and without body parts.

Figure 10: Transferring sequences Duck and Run2walk from THOMAS to DAN.


