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Abstract—Automatic opinion/sentiment analysis is essential for analysing large amounts of text as well as audio/video data communicated by users. This analysis provides highly valuable information to companies, government and other entities, who want to understand the likes, dislikes and feedback of the users and people in general. Opinion/Sentiment analysis can follow a classification approach or perform a detailed aspect level analysis. In this paper, we address a problem in between these two, that of segmentation and classification of opinions in text. We propose a recurrent neural network model with bi-directional LSTM-RNN, to perform joint segmentation and classification of opinions. We introduce a novel method to train neural networks for segmentation tasks. With experiments on a dataset built from standard RT movie review dataset, we demonstrate the effectiveness of our proposed model. Proposed model gives promising results on opinion segmentation, and can be extended to general sequence segmentation tasks.

I. INTRODUCTION

With the growing amount of users on the internet, social media and online shopping websites, a large amount of data is generated in which people voluntarily publish their opinion on products, stocks, policies, etc. Automatic systems are necessary to analyse such large data and derive facts from them. Accordingly, the area of automatic opinion/sentiment analysis is receiving interest from both industry and academia, with some challenges and tasks being held every year [1]–[4]. Research in sentiment analysis involves building systems and algorithms which can understand text from the perspective of the opinions or sentiments expressed in it [5], [6]. Sentiment analysis systems are very useful for industries to obtain a feedback on their products which get reviewed on social networks and online shopping websites [7]–[10]. Similarly they have been used for analysing sentiments in political tweets and election data [11]–[14]. Apart from text data, videos posted on the social media and news websites [15]–[19], as well as audio conversations from call centres [20]–[22], are analysed for sentiments.

A common task is to classify a given sentence or text as expressing positive or negative sentiments using a text categorization approach [23]. On the other hand, classifying sentiments at the sentence and document level may not provide a detailed analysis of the entity or product being reviewed. For example, the movie review - *The actors did their job but the characters are simply awesome*, attributes different level of opinions to different entities. In such cases aspect level sentiment analysis [24] is performed. Aspect level sentiment analysis is concerned with identification of sentiment-target pairs in the text, their classification and also the aggregation over each aspect to provide a concise overview. (Although in practice, a method may not implement all these steps and in the same order.)

We focus on a sentiment analysis problem which is in between sentence/document level classification and aspect level sentiment analysis. We investigate the problem of analysis of text which can contain segments corresponding to both positive and negative sentiments, with one following the other. For example, the review - *Comes with a stunning camera and high screen resolution. Quick wireless charging but the battery life is a spoiler*. Given such a text, our task is to segment (and classify) the text into parts of positive and negative segments. So, the goal is to automatically identify the segment *'Comes with a stunning camera and high screen resolution.* Quick wireless charging*, classify it as positive, and have the segment *'but the battery life is a spoiler'* classified with negative sentiments. Similar to our previous example, in aspect level sentiment analysis, the text can have different sentiment-target pairs or aspects. However, our task is segmentation and classification of text based on opinions/sentiments, without performing a detailed aspect level analysis.

An important point to note is that, the segmentation models cannot simply rely on sentence boundaries, punctuations or any other linguistic features. As in the example we presented, the segment boundaries are not always at the end of the sentence. Another common scenario where the segmentation models cannot rely on such features is sentiment analysis on audio/video data. Automatic Speech Recognition (ASR) transcripts of these audio/video documents are used for sentiment analysis and they do not contain any kind of punctuation marks. To perform a robust segmentation and classification under such conditions, we propose discriminatively trained neural network models.

Developments in neural networks and deep learning has led to new state-of-the-art results in text and language processing tasks. Text classification is being commonly performed with compositional representations learned with neural networks or by training the network specifically for text classification [25]. Fully connected feed forward neural networks [26]–[28], Convolutional Neural Networks (CNN) [29]–[31] and also
Recurrent/Recursive Neural Networks (RNN) [32]–[36] have been used successfully. The approaches based on CNN and RNN capture rich compositional information and have been outperforming previous results on standard tasks in natural language processing. Of particular interest to this work are the Recurrent Neural Networks (RNN). Previous works have shown that RNNs are very good at modelling word sequences in text. Since our task is to segment a text sequence and classify the segments into positive and negative sentiments, we exploit RNNs to perform the segmentation and classification of opinions.

In this paper, we present our approach to train RNNs for segmentation and classification of opinions in text. We propose a novel cost function to train the RNN in a discriminative manner to perform the segmentation (Equation (12)). We evaluate our proposed model on the task of segmentation and classification of movie reviews into positive and negative sentiments. The dataset used in our experiments is built using sentences from the standard Rotten Tomatoes (RT) movie review dataset [37]. The rest of the paper is organised as follows. In Section II we present the previous works related to our work. We provide a description of RNNs in Section III. Our proposed model is presented in Section IV. Section V describes our experiment setup, including the experiment dataset, model training and evaluation measures. This is followed by a discussion on the results obtained with our model in Section V-C and the conclusion in Section VI.

II. RELATED WORK

Classical sentiment analysis approaches traditionally relied on classifiers trained using sentiment specific lexicons or knowledge structures and other hand crafted features [5], [6]. These classical feature based approaches also tried neural networks for sentiment classification [38]. Maas et. al. [39] proposed models which automatically learned word features (or word vector representations) targeted for the sentiment classification. Neural network models and automatically learned word vector features came together to achieve state-of-the-art results on sentiment classification with the model proposed in [26]. Later, the application of deep learning techniques in natural language processing led to new state-of-the-art results on sentiment classification tasks [40], mainly with CNN [29], [30] and RNN [36] architectures. Neural network architectures, including both CNN and RNN, have been also applied for aspect level sentiment analysis [2], [41], [42].

In this paper, we explore RNN models for segmentation and classification of opinions/sentiments in text. As mentioned earlier, our task is in-between sentiment classification and aspect level sentiment analysis. Compared to earlier works using RNN for sentiment analysis [36], [43]–[45], we propose a novel method for discriminative training of RNNs for joint text segmentation and classification. Text segmentation approaches have been studied vastly in previous works. These approaches scan the text and determine the locations of segment cuts/boundaries based on coherence calculated between adjacent blocks of text. After the initial work in this area [46], [47], most approaches used topic models and Bayesian approaches for text segmentation task [48]–[50]. We employ word embeddings [51], vector representations of words which carry both syntactic and semantic information of words and the context, to learn sentiment level cohesion of segments in text. As opposed to the methods relying on Bayesian and topic models, our approach can detect very short segments containing only few words.

More recently word embeddings from neural network models have been utilised for text segmentation in general [52] as well as specifically for sentiment analysis [53]. The approach in [52] uses an iterative refinement technique whereas the work in [53] is focused on finding appropriate phrase like segments which imply the correct sentiments (for example not good actually implies bad). In contrast to these approaches, we exploit Long Short-Term Memory (LSTM) RNNs to capture and remember the sentiment level cohesion, mainly to perform appropriate segmentation and classification of opinions and sentiments in text.

III. RECURRENT NEURAL NETWORKS

Figure 1 shows a schema for a typical Recurrent Neural Network (RNN) (the most commonly used Elman network [54]). Similar to most neural networks, RNN has an input layer, a layer of hidden units and an output layer. Given a discrete input sequence \( \{x_t\}_{t=1,2,3,...,N} \), a hidden layer activation \( h_t \) is obtained using the current input \( x_t \) and the previous hidden layer activation \( h_{t-1} \). The corresponding output \( y_t \) is then obtained using \( h_t \). The computation of the hidden layer and output activations is given as:

\[
h_t = f_x(x_t, W_x + h_{t-1}W_h + b_x) \quad (1)
\]

\[
y_t = f_y(h_t, W_y + b_y) \quad (2)
\]

where \( W_x, W_h \) and \( W_y \) are the weight parameters at input, hidden and output layers, \( b_x \) and \( b_y \) are the bias parameters.
at input and output layers, \(f_x\) and \(f_y\) denote non-linearity functions like sigmoid and hyperbolic tangent (tanh). Training the RNN involves learning the weight and bias parameters. Given a training dataset with input sequences and output labels, this can be achieved using gradient descent and error back propagation algorithms [55], [56].

As it is evident from Figure 1, the RNN can remember activations of the past inputs. This enables it to model sequences like discrete time sequences in speech signals, word sequences in a document, protein sequences, etc. However, training RNN requires error back propagation through time and as the length of the sequence/time increase it leads to vanishing and exploding gradient problems [57]. To address the more severe vanishing gradient problem, the Long Short-Term Memory (LSTM) cell [58] has become a popular alternative to the hidden layer unit in the classical RNN.

Figure 2 shows an illustration of the LSTM cell. The LSTM cell borrows ideas from a hardware memory cell, and as shown in the figure it consists of a cell state \(c_t\) and a forget gate \(f_t\) which controls the amount of past activations to be memorised and/or to be forgotten by the cell. The computations of the activations at the input gate \((i_t)\), forget gate \((f_t)\), cell state \((c_t)\), output gate \((o_t)\) and the hidden layer \((h_t)\) are given as:

\[
\begin{align*}
    i_t &= \sigma(x_t.W_i + h_{t-1}.U_i + b_i) \\
    \tilde{c}_t &= \tanh(x_t.W_c + h_{t-1}.U_c + b_c) \\
    f_t &= \sigma(x_t.W_f + h_{t-1}.U_f + b_f) \\
    c_t &= i_t \star \tilde{c}_t + f_t \star c_{t-1} \\
    o_t &= \sigma(x_t.W_o + h_{t-1}.U_o + c_t.V_o + b_o) \\
    h_t &= o_t \star \tanh(c_t)
\end{align*}
\]

where \(W, U\) and \(b\) are weight parameters and bias with suffixes \(i, f, c\) and \(o\) denoting input gate, forget gate, cell state and output gate, respectively. \(\sigma, \tanh\) denote the sigmoid and hyperbolic tangent non-linearities and \(V_o\) is another weight parameter at the output gate. \(\star\) denotes simple (element-wise) multiplication and \(\cdot\) denotes vector/matrix dot products in a multi-dimensional setup.

**IV. PROPOSED APPROACH**

We propose a model based on LSTM-RNN to perform joint segmentation and classification of opinions/sentiments in text. More specifically we employ a bidirectional LSTM-RNN, in which there is a forward LSTM-RNN which models the word sequence from left to right and a backward LSTM-RNN which models the word sequence from right to left. In previous works, bidirectional LSTM-RNN are shown to perform better than unidirectional LSTM-RNN for modelling and classifying sequences [60]–[62]. However, we specifically choose bidirectional LSTM-RNN to compare and measure cohesion between past and future word sequences. In our task, it will enable us to detect changes in sentiments as well as in context, and hence to perform segmentation. At the same time, the activations from the bidirectional LSTM-RNN will be combined to perform a classification of sentiments corresponding to the segments.

Figure 3 shows the diagrammatic representation of our proposed model for joint segmentation and classification. As
shown in the figure, the model operates on word embeddings corresponding to words in a text sequence (denoted as \( ..., x_{t-1}, x_t, x_{t+1}, ... \)). Following a bidirectional LSTM-RNN architecture, our model has two layers of LSTM-RNN. The hidden layer activation for the forward LSTM-RNN at time \( t \) is denoted as \( h^F_t \) and the hidden layer activation for the backward LSTM-RNN at time \( t \) is denoted as \( h^B_t \). Compared to Figure 1, here the RNN schema is unrolled across \( t \). The hidden layer activations of the forward and backward LSTM-RNN are obtained using Equations (3)-(8). These hidden layer activations \( (h^F_t, h^B_t) \) are used in both the segmentation and classification sub-parts, shown in top part of the Figure 3.

We first present the segmentation part of our model, which is shown in the top left part of Figure 3. Each of the hidden layer activations of the forward and backward LSTM-RNN are transformed using a feed forward neural network as follows:

\[
\begin{align*}
    s^F_t &= h^F_t W_{seg} + b_{seg} \\
    s^B_t &= h^B_t W_{seg} + b_{seg}
\end{align*}
\]

(9) (10)

where \( W_{seg} \) and \( b_{seg} \) are weight and bias parameters of the segmentation feed forward network. Following the feed forward layer, the outputs corresponding to forward and backward LSTM-RNN at each \( t \) are compared as:

\[
d_t = s^F_t \cdot s^B_t
\]

(11)

where \( \cdot \) denotes a dot product. This dot product compares the similarity between the context until \( t \), as captured in \( s^F_t \), and the context following \( t \), which is captured in \( s^B_t \). Thus \( \{d_t\}_{t=1:N} \), where \( N \) is the length of the text sequence, represents similarity across the text sequence and this similarity should be minimum at the segment boundaries. The similarity calculation is followed by a softmax function, given as:

\[
\text{softmax}(d_{ts}) = \frac{e^{-d_{ts}}}{\sum_{t=1}^{N} e^{-d_{ts}}}
\]

(12)

The softmax function will give highest output probability to the lowest \( d_t \). Additionally it will enable a discriminative training of the segmentation model, by maximising the likelihood of the true sentiment/opinion classes \((l^*, \text{known at time of training}), as compared to all possible classes. In our experiments, we perform segmentation and classification of text containing two opinionated segments, which can be categorised into four classes as \(-, +, -, ++ \) (with \(-\) denoting negative and \(+\) denoting positive).

V. Experiments and Results

In this section we first present a description of the dataset used in our experiments, followed by the details on our experiment setup and finally the results obtained from our experiments.

A. Experiment Dataset

The dataset used in our experiments is built using sentences from the standard Rotten Tomatoes (RT) movie review dataset [37]. We obtained the v1.0 balanced binary dataset\(^1\) containing 10,662 reviews. Each movie review presents a user’s opinion on a movie in about 1-2 sentences. Figure 4 shows a distribution in terms of number of reviews in the original RT dataset for different review lengths (in number of words). About 320 reviews have 5 or lesser words and about 1200 reviews have 10 or lesser words, which can be a severe problem for classical segmentation techniques based sliding windows and statistics of features in these windows. Examples of some reviews from the RT dataset are shown in Table I.

<table>
<thead>
<tr>
<th>Review</th>
<th>Sentiment Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>an exhilarating experience.</td>
<td>positive</td>
</tr>
<tr>
<td>over-the-top and a bit ostentatious, this is a movie that’s got oodles of style and substance.</td>
<td>positive</td>
</tr>
<tr>
<td>decent but dull.</td>
<td>negative</td>
</tr>
<tr>
<td>i suspect that there are more interesting ways of dealing with the subject.</td>
<td>negative</td>
</tr>
</tbody>
</table>

\(\text{TABLE I}

<table>
<thead>
<tr>
<th>Example of Reviews from the RT Dataset</th>
</tr>
</thead>
</table>

where \( W_{class} \) and \( b_{class} \) are the weight and bias parameters of the classification feed forward network. This is followed by a softmax function, given as:

\[
\text{softmax}(\hat{y}_{ls}) = \frac{e^{\hat{y}_{ls}}}{\sum_{l=1}^{L} e^{\hat{y}_l}}
\]

(15)

The softmax function will give highest output probability to the highest \( \hat{y}_l \). Additionally it will enable a discriminative training of the classification model, by maximising the likelihood of the true sentiment/opinion classes \((l^*, \text{known at time of training}), as compared to all possible classes. In our experiments, we perform segmentation and classification of text containing two opinionated segments, which can be categorised into four classes as \(-, +, -, ++ \) (with \(-\) denoting negative and \(+\) denoting positive).

\(1\)https://www.cs.cornell.edu/people/pabo/movie-review-data/
be given a sentiment label as –, -+, + or ++ (with - denoting negative and + denoting positive) depending on the sentiment labels of the individual reviews. This label will be used to train the sentiment classification part of the model, as discussed in Section IV. Additionally the length of the first review will be considered as the label for training the segmentation part of the model, as discussed in Section IV. A similar procedure is used to form our test set and its ground truth labels. Table II shows some samples from our training and test set, along with their corresponding classification and segmentation labels.

Figure 5 shows the distribution of segmentation boundaries (length of first segment) for the test set (in fold-0). This distribution is similar for test sets in all the 10 folds of validation. It indicates that the test set has segments of different lengths and difficulties to be identified.

B. Model Training and Evaluation

As discussed in Section IV, our LSTM-RNN model operates on word embeddings. For our task the word embeddings are initialised with publicly available 300-d (300 dimensional) GloVe word vectors [64], originally trained over the Common Crawl². During model training these word embeddings are treated as model parameters and are updated by using back-propagation, so that the resulting word embedding representations are optimised for our task. Training of all the model parameters is performed with the ADADELTA [65] gradient descent algorithm, which provides an adaptive learning rate. For regularisation of the neural networks and to avoid over-fitting problem, we apply a word dropout [27], [63], with a dropout probability of 0.7. We also apply dropout to the non-sequential units of the LSTM-RNN, as discussed in [66], with a dropout probability of 0.5. Additionally we use an early stopping criterion which keeps a check on the classification error and it stops the model training when the error starts to increase (model over-fitting). The hyper-parameters are chosen based on experiments on the RT sentiment classification task in [27], [63].

As mentioned earlier, we perform a 10-fold cross-validation over the RT dataset. Since our task involves segmentation and classification, we will report Segmentation Error Rate (SER) and Classification Error Rate (CER), averaged over the 10 folds. The mis-classification of sentiments corresponding to the two segments (–, -+, + or ++) in a test set sample contributes to the classification errors. In segmentation, if the model gives a segmentation such that the segment boundary is more than 3 words away from actual boundary, then the segmentation is treated as erroneous and it contributes to the segmentation error.

C. Model Performance

Table III presents the segmentation error rate and classification error rate results obtained with our proposed model. We present the results obtained with our model when trained only for segmentation, only for classification and for both segmentation and classification. Moreover we also present the

2http://nlp.stanford.edu/projects/glove/
results when the models are trained and tested on the dataset with full stop marks and commas, after removing full stop marks and after removing both full stop marks and commas. These punctuation marks may carry information for end of segments in the text and it is important to analyse how the segmentation model would perform with and without this information.

It can be observed from Table III, that our proposed model can perform almost perfect segmentation of opinions when the information about sentence boundaries i.e. full stops and other breaks i.e. commas are available. In this case the classification error rate is also lower and it slightly improves when the models are trained with both segmentation and classification cost functions. The segmentation error rate increases when the sentence boundary (full stop) information are not available in train and test, and the error rate reduces further when the commas are also removed. However, an error rate of only 22%, within a strict segmentation criterion of only 3 words, shows that our proposed model can perform even when the full stop and comma punctuation marks are not available. It is also observed that removal of the punctuation marks has a small effect, only 2-5% absolute, on the classification error rate.

We tried to analyse if the errors from our model are due to any particular type of segments or sentiments. In Figure 6 we present the distribution of segmentation errors (in fold-0) for model trained without full stops and commas. The distribution is plotted against length of the first segment. We can see that the distribution of segmentation errors is quite similar to the distribution of the lengths of the first segment in the test set, as shown in Figure 5. This implies that segmentation errors are evenly spread across segments of different lengths, and that the proposed model is not biased towards shorter or longer segments.

We also verified if the segmentation errors are biased towards particular type of sentiment classes (–, –+, + and ++). Again the segmentation errors were evenly distributed across these classes. The fact that the samples with same sentiment segments (– or ++), were not inducing more segmentation errors shows that our model not only learns segmentation of different type of sentiments but also segmentation of different levels of sentiments (of same polarity) and that of different contexts which carry sentiments of same polarity. We further analysed the errors in sentiment classification and found that they are more or less evenly distributed for the different sentiment classes (–, –+, + and ++), confirming that the model is not biased towards any particular type of sentiment combinations.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>SER</th>
<th>CER</th>
</tr>
</thead>
<tbody>
<tr>
<td>With full stop</td>
<td>Segmentation Only</td>
<td>0.04</td>
<td>-</td>
</tr>
<tr>
<td>and comma</td>
<td>Classification Only</td>
<td>-</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>Segmentation + Classification</td>
<td>0.04</td>
<td>0.31</td>
</tr>
<tr>
<td>Without full stop</td>
<td>Segmentation Only</td>
<td>0.16</td>
<td>-</td>
</tr>
<tr>
<td>with comma</td>
<td>Classification Only</td>
<td>-</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>Segmentation + Classification</td>
<td>0.15</td>
<td>0.34</td>
</tr>
<tr>
<td>Without full stop</td>
<td>Segmentation Only</td>
<td>0.22</td>
<td>-</td>
</tr>
<tr>
<td>and comma</td>
<td>Classification Only</td>
<td>-</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>Segmentation + Classification</td>
<td>0.25</td>
<td>0.35</td>
</tr>
</tbody>
</table>

**VI. Conclusion and Future Work**

In this paper we proposed a recurrent neural network model with bi-directional LSTM-RNN, to perform joint segmentation and classification of opinions in text. Our proposed model was trained by optimizing network parameters using two cost functions, one for segmentation and other for classification. We introduced a novel method to train bi-directional recurrent neural networks for segmentation. The segmentation cost function compares the sentiment context in the past with that of the future, for every word position in the text, and uses a softmin function to maximise the segmentation accuracy. With experiments on a dataset built from the standard RT movie review dataset, we demonstrated the effectiveness of our proposed model. Our model can perform almost perfect segmentation with knowledge of full stops and comma, which carry information useful for segmentation. We also showed that the model produces good segmentation results even when it is trained and tested on data without full stops and comma.

In our work, we discussed segmentation in context of opinions in text. However, our model readily extends to other sequence segmentation tasks, for example - segmentation of topics in text and automatic speech recognition transcripts. Similarly it can be extended to speech and audio signal segmentation, by operating on automatically trained or pre-computed acoustic features. We are working on these extensions as part of our future work. Moreover, in this paper we focused our work on a sequence with two segments. In future we will extend our model to sequences with more than two segments.
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