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Database Fragmentation with Encryption:
Under Which Semantic Constraints and A Priori

Knowledge Can Two Keep a Secret??

Joachim Biskup and Marcel Preuß

Technische Universität Dortmund, Dortmund, Germany
{biskup,preuss}@ls6.cs.tu-dortmund.de

Abstract. Database outsourcing to semi-honest servers raises concerns
against the confidentiality of sensitive information. To hide such infor-
mation, an existing approach splits data among two supposedly mutu-
ally isolated servers by means of fragmentation and encryption. This ap-
proach is modelled logic-orientedly and then proved to be confidentiality
preserving, even if an attacker employs some restricted but nevertheless
versatile class of a priori knowledge to draw inferences. Finally, a method
to compute a secure fragmentation schema is developed.

Keywords: A Priori Knowledge, Confidentiality Constraint, Fragmen-
tation, Inference-Proofness, Logic, Outsourcing, Semi-Honest Server.

1 Introduction

Database outsourcing faces two directly conflicting goals: it should both reduce
storage and processing costs by storing data on external servers as well as prov-
ably comply with confidentiality requirements – in particular with privacy con-
cerns – in spite of storing data externally [10]. A basic solution presented in [2,9]
aims at resolving this conflict by means of the combined usage of fragmenta-
tion and encryption: a client’s database relation is losslessly decomposed into
(at least) two vertical fragments each of which is maintained by a different semi-
honest server; sensitive data is split into harmless parts, either by breaking an
association or by separating an encrypted piece of data from the cryptographic
key employed; moreover, the servers are (postulated to be) mutually isolated
and each attacker is assumed to have access to at most one server.

Consequently, due to splitting, each attacker (identified with a server) only
has accesses to non-sensitive data and, due to losslessness, an authorized user
(identified with the client) can still reconstruct the original data while, due to
isolation, only authorized users can do so.

Example 1. We consider the relational instance about medical data shown in
the upper half of Fig. 1. Suppose that social security numbers (SSN) should be
hidden, as well as associations between a patient identified by his name (Name)
? This work has been supported by the DFG under grant SFB 876/A5.



R SSN Name Illness HurtBy Doctor
1234 Hellmann Borderline Hellmann White
2345 Dooley Laceration McKinley Warren
3456 McKinley Laceration Dooley Warren
3456 McKinley Concussion Dooley Warren

F1 tid SSN Name HurtBy Doctor
1 e1S Hellmann e1H White
2 e2S Dooley e2H Warren
3 e3S McKinley e3H Warren
4 e4S McKinley e4H Warren

F2 tid SSN HurtBy Illness
1 κ1S κ1H Borderline
2 κ2S κ2H Laceration
3 κ3S κ3H Laceration
4 κ4S κ4H Concussion

Fig. 1. A relational instance containing sensitive data items and associations together
with a possible fragmentation with encryption

and an illness treated (Illness), between a patient (Name) and a person who
caused an illness (HurtBy), and between an illness (Illness) and a person hav-
ing caused that illness (HurtBy), respectively. The lower half of Fig. 1 exhibits a
possible fragmentation with encryption: The sensitive association between Name
and Illness is “broken” by separating the attribute Name in the fragment F1

from the attribute Illness in the fragment F2. The sensitive associations be-
tween Name and HurtBy and between Illness and HurtBy are made “invisible”
by using encryption for the attribute HurtBy such that ciphertexts are stored in
fragment F1 and corresponding keys in fragment F2. The sensitive attribute SSN
is similarly treated by encryption. The newly introduced tuple identifiers (tid)
ensure the losslessness of the vertical decomposition (see, e.g., [1]).

At first glance two semi-honest servers seem to “keep the secrets” declared in
a confidentiality policy. However, a second thought raises some doubts on the
actual achievements: though each server only stores data that is non-sensitive
per se, an attacker might still be able to infer sensitive information by exploiting
his a priori knowledge obtained from further sources. In particular, this a priori
knowledge might comprise semantic constraints to be satisfied by the relation
being decomposed and individual fact data stemming from the “outside world”.

Example 2. Suppose an attacker has access to the fragment F1 and knows a
priori that Doctor White is a psychiatrist only treating patients suffering from the
Borderline-syndrome. The attacker can then conclude that patient Hellmann
suffers from the illness Borderline-syndrome, thereby violating the requirement
that associations between a patient and an illness treated should be hidden.
Moreover, if this attacker additionally knows that all patients suffering from
the Borderline-syndrome have hurt themselves, the attacker can conclude that
patient Hellmann has been hurt by Hellmann, thereby revealing an association
between a patient and a person who caused an illness.

The first violation is enabled by a priori knowledge connecting a fact shown in
the visible fragment with a fact in the hidden fragment, namely by means of
the constant symbols White and Borderline. Similarly, the second violation is
caused by a priori knowledge that connects two concepts across the decomposi-
tion, namely the concept of a patient and the concept of a hurt creator, where



a concept will be formally represented by a variable ranging over the domain of
an attribute. Such connections might “transfer information” between the visible
fragment and the hidden fragment. In other words, an attacker a priori knowing
such connections might infer hidden information from visible information. Next,
we introduce a more abstract example in a more formal way.

Example 3. The client maintains a relational schema with relational symbol R,
attribute set AR = {a1, a2, a3, a4} and the functional dependency a2 → a3
as a semantic constraint. Confidentiality interests are expressed by a set C =
{{a1, a3}, {a4}} of two confidentiality constraints: {a1, a3} is intended to re-
quire to hide the associations between values of the attributes a1 and a3, and
{a4} requires to hide single values of attribute a4. The a priori knowledge com-
prises the functional dependency and a sentence expressing the following: “for
some specific values b and c for the attributes a2 and a3, resp., there exist a
value X1 for attribute a1 and a value X4 for attribute a4 such that the tuple
(a1 : X1 , a2 : b , a3 : c , a4 : X4) is an element of the relational instance r”. Fur-
thermore, fragment F1 has attribute set AF1

= {tid, a1, a2, a4} and fragment F2

attribute set AF2
= {tid, a3, a4} such that the common attribute a4 is encrypted.

Let fragment F1 exhibit a tuple (tid : no , a1 : a , a2 : b , a4 : ran), where
no is a tuple identifier and ran results from encryption. Combining the a priori
knowledge with the tuple exhibited, an attacker might infer that the value a
for attribute a1 is associated with the value c for attribute a3, thereby violating
the confidentiality constraint {a1, a3}. Thus fragment F1 is not inference-proof
under the given assumptions. In contrast, fragment F2 is harmless.

The a priori knowledge relates the fragments F1 and F2 by means of both
the functional dependency using variables and the association fact about a and b
dealing with constant symbols. Though taken alone, each of these items might be
harmless, their combination turns out to be potentially harmful. The next exam-
ple indicates that for the same underlying situation one fragmentation satisfying
required confidentiality constraints might be better than another one.

Example 4. Modifying Example 3 such that AF1
= {tid, a1, a4} and AF2

=
{tid, a2, a3, a4} would block the harmful inference. For, intuitively, the crucial
fact about the association of a with b does not span across the decomposition.

More generally, we will investigate the following problems in this article:

– Given a fragmentation, identify conditions on the a priori knowledge to prov-
ably disable an attacker to infer sensitive information.

– Given some a priori knowledge, determine a fragmentation such that an
attacker cannot infer sensitive information.

Our solutions will be based on a logic-oriented modelling of the fragmentation
approach presented in [2,9] within the more general framework of Controlled In-
teraction Execution, CIE, as surveyed in [3]. This framework assists a database
owner in ensuring that each of his interaction partners can only obtain a ded-
icated inference-proof view on the owner’s data: each of these views does not



contain information to be kept confidential from the respective partner, even if
this partner tries to employ inferences by using his a priori knowledge and his
general awareness of the protection mechanism. Our main achievements can be
summarized as follows and will be elaborated in the remainder as indicated:

– We formalize the fragmentation approach of [2,9] (Sect. 2).
– We provide a logic-oriented modelling of that approach (Sect. 3).
– We exhibit sufficient conditions to achieve confidentiality (Sect. 4).
– We propose a method to compute a suitable fragmentation (Sect. 5).

These results extend the previous work [5] in which a more simple approach to
fragmentation proposed in [7] – splitting a relational instance into one externally
stored part and one locally-held part without resorting to encryption – is formally
analyzed to be inference-proof. In particular, the previous work is extended by a
more detailed formal modelling of fragmentation including encryption of values,
a more expressive class of sentences representing an attacker’s a priori knowledge
and a method to compute an inference-proof fragmentation.

2 Confidentiality by Fragmentation

In this section, we briefly formalize and extend the approach to fragmentation
proposed in [2,9]. All data is represented within a single relational instance r over
a relational schema 〈R|AR|SCR〉 with relational symbol R and the set AR =
{a1, . . . , an} of attributes, for simplicity assumed to have the same type given
by the infinite set U of values. Moreover, the set SCR contains some semantic
(database) constraints, which must be satisfied by the relational instance r.

The idea for achieving confidentiality basically lies in splitting the original
instance r vertically (i.e., by projections on subsets of AR) into two fragment
instances f1 and f2 each of which is stored on exactly one of the two external
servers instead of r. Those confidentiality requirements which cannot be satis-
fied by just splitting instance r are satisfied by encrypting the values of some
attributes. Each “encrypted attribute” is contained in f1 – storing ciphertexts –
as well as in f2 – storing globally unique cryptographic keys.

We assume an encryption function Enc : U × U → U satisfying the group
properties to achieve perfect (information-theoretic) security. A value of U might
be used not only as a plaintext but also as a cryptographic key and a ciphertext.
The decryption function is defined by Dec(e, κ) = v iff Enc(v, κ) = e.

Definition 1 (Fragmentation). Given a relational schema 〈R|AR|SCR〉, a
vertical fragmentation (F , E) of 〈R|AR|SCR〉 contains a set E ⊆ AR of so-called
“encrypted attributes” and a set F = {〈F1|AF1 |SCF1〉, 〈F2|AF2 |SCF2〉} in which
〈F1|AF1

|SCF1
〉 and 〈F2|AF2

|SCF2
〉 are relational schemas called fragments of

(F , E) both containing the distinguished attribute atid /∈ AR for tuple identifiers.
Moreover, for i ∈ {1, 2}, it holds that

(i) AFi := {atid} ∪ ĀFi with ĀFi ⊆ AR,



AFi
\ AR

(
AF1

\ E
)

∩ AR E ∩ AFi ∩ AR
(
AF2

\ E
)

∩ AR
AR a1, . . . , ah ah+1, . . . , ak ak+1, . . . , an

AF1
atid a1, . . . , ah ah+1, . . . , ak

AF2
atid ah+1, . . . , ak ak+1, . . . , an

Fig. 2. Rearrangement of columns of r, f1 and f2

(ii) SCFi := {atid → ĀFi} with atid → ĀFi being a functional dependency
declaring atid as a primary key,

(iii) ĀF1 ∪ ĀF2 = AR and ĀF1 ∩ ĀF2 = E.

Given a relational instance r over 〈R|AR|SCR〉, the fragment instances f1 and
f2 over 〈F1|AF1

|SCF1
〉 and 〈F2|AF2

|SCF2
〉 are created by inserting exactly both

the tuples ν1 into f1 and ν2 into f2 for each tuple µ ∈ r. Thereby,
(a) ν1[atid] = ν2[atid] = vµ s.t. vµ is a globally unique tuple identifier,
(b) νi[a] = µ[a] for i ∈ {1, 2} and for each attribute a ∈ (ĀFi \ E),
(c) ν1[a] := Enc(µ[a], κ) and ν2[a] := κ for each a ∈ E s.t. κ is a cryptographic

key being random but globally unique for each value of each tuple.

W.l.o.g. we suppose that AR := {a1, . . . , ah, ah+1, . . . , ak, ak+1, . . . , an} is the
set of attributes of 〈R|AR|SCR〉 and that the columns of the instances r, f1 and
f2 are rearranged as visualized in Fig. 2. The columns h + 1, . . . , k differ in the
interpretation of the values stored in the instances r, f1 and f2: although each of
the tuples µ ∈ r, ν1 ∈ f1 and ν2 ∈ f2 assign values to the attributes ah+1, . . . , ak,
µ[aj ] is a plaintext value, ν1[aj ] is a ciphertext value and ν2[aj ] is a cryptographic
key. In contrast, for a1, . . . , ah (ak+1, . . . , an, respectively) corresponding tuples
of r and f1 (r and f2) share the same combination of values.

To enable an authorized user having access to both fragment-instances f1
and f2 to query all information contained in the original instance r, fragmen-
tation ensures that in f1 and f2 exactly those two tuples ν1 ∈ f1 and ν2 ∈ f2
corresponding to a tuple of r share the same unique tuple ID (item (a) of Def. 1).
Thus, if ν1[atid] = ν2[atid], two tuples ν1 ∈ f1 and ν2 ∈ f2 can be recomposed
to a tuple of r with the help of a binary operation denoted by �.

As the goal is to achieve confidentiality by fragmentation, a formal declara-
tion of confidentiality requirements is indispensable. In [2,9] this is obtained by
defining a set of so-called confidentiality constraints on schema level.

Definition 2 (Confidentiality Constraint). A confidentiality constraint c
over a relational schema 〈R|AR|SCR〉 is a non-empty subset c ⊆ AR.

Semantically, a confidentiality constraint c claims that each combination of
values allocated to the set c ⊆ AR of attributes in the original instance r over
schema 〈R|AR|SCR〉 should neither be contained completely in the unencrypted
part of f1 nor be contained completely in the unencrypted part of f2.

Definition 3 (Confidentiality of Fragmentation). Let 〈R|AR|SCR〉 be a
relational schema, (F , E) a fragmentation of 〈R|AR|SCR〉 according to Def. 1
and C a set of confidentiality constraints over 〈R|AR|SCR〉 according to Def. 2.
(F , E) is confidential w.r.t. C iff c 6⊆ (AF1 \ E) and c 6⊆ (AF2 \ E) for each c ∈ C.



Example 5. The fragmentation depicted in Fig. 1 is confidential w.r.t. the set
C = {c1, c2, c3, c4} of confidentiality constraints such that c1 = {SSN}, c2 =
{Name, Illness}, c3 = {Name, HurtBy}, and c4 = {Illness, HurtBy}.

3 A Logic-Oriented View on Fragmentation

In this section we will present a logic-oriented modelling of fragmentation, for
conciseness mostly focussing on the attacker’s point of view resulting from his
knowledge of the fragment instance f1, which is supposed to be known to him.

To set up the universe of discourse, we start by defining the set P of predicate
symbols of a language L of first-order logic with equality. First, to model the
attacker’s knowledge about the fragment instance f1, we need the predicate
symbol F1 ∈ P with arity k + 1 = |AF1

| (including the additional tuple ID
attribute plus k original attributes (cf. Fig. 2)). Second, to capture the attacker’s
awareness of the fragmentation, in particular his partial knowledge about the
hidden original instance r and the separated second fragmentation instance f2,
we additionally use the predicate symbols R with arity n = |AR| and F2 with
arity n− h+ 1 = |AF2

|. Additionally, the distinguished predicate symbol ≡ /∈ P
is available in L for expressing equality.

We employ the binary function symbols E and D for modelling the attacker’s
knowledge about the encryption function Enc and the inverse decryption func-
tion Dec. Finally, we denote tuple values by elements of the set Dom of constant
symbols, which will be employed as the universe of (Herbrand) interpretations
for L as well. In compliance with CIE (e.g., [4,6]) this set is assumed to be fixed
and infinite. Further, we have an infinite set Var of variables.

As usual, the formulas contained in L are constructed inductively using the
quantifiers ∀ and ∃ and the connectives ¬, ∧, ∨ and⇒. Closed formulas, i.e., for-
mulas without free occurrences of variables, are called sentences. This syntactic
specification is complemented with a semantics which reflects the characteristics
of databases by means of so-called DB-Interpretations according to [4,6]:

Definition 4 (DB-Interpretation). Given the language L described above,
an interpretation I over a universe U is a DB-Interpretation for L iff

(i) Universe U := I(Dom) = Dom,
(ii) I(v) = v ∈ U for every constant symbol v ∈ Dom,
(iii) I(E)(v, κ) = e iff Enc(v, κ) = e, for all v, κ, e ∈ U ,
(iv) I(D)(e, κ) = v iff Dec(e, κ) = v, for all v, κ, e ∈ U ,
(v) every P ∈ P with arity m is interpreted by a finite relation I(P ) ⊂ Um,
(vi) the predicate symbol ≡ /∈ P is interpreted by I(≡) = {(v, v) | v ∈ U}.

If item (v) is instantiated by taking the instances r, f1 and f2 as interpreta-
tions of P=R, F1, and F2, respectively, the resulting DB-Interpretation Ir,f1,f2
– or just Ir for short if f1 and f2 are derived from r according to Def. 1 – is
called induced by r (and f1 and f2).



The notion of satisfaction/validity of formulas in L by a DB-Interpretation
is the same as in usual first-order logic. A set S ⊂ L of sentences implies/entails
a sentence Φ ∈ L (written as S |=DB Φ) iff each DB-Interpretation I satisfying
S (written as I |=M S) also satisfies Φ (written as I |=M Φ).

Considering an attacker knowing the fragment instance f1, the attacker’s
positive knowledge about the tuples explicitly recorded in f1 can be simply mod-
elled logic-orientedly by adding an atomic sentence F1(ν[atid], ν[a1], . . . , ν[ak])
for each tuple ν ∈ f1. As the original instance r – and so its fragment instance
f1 – is assumed to be complete1, each piece of information expressible in L which
is not contained in r (f1, resp.) is considered to be not valid by Closed World
Assumption (CWA). The concept of DB-Interpretations fully complies with the
semantics of complete relational instances. Accordingly, an attacker knows that
each of the infinite combinations of values (vtid, v1, . . . , vk) ∈ Domk+1 not con-
tained in any tuple of f1 leads to a valid sentence ¬F1(vtid, v1, . . . , vk).

As this negative knowledge is not explicitly enumerable, it is expressed implic-
itly by a so-called completeness sentence (cf. [4]) having a universally quantified
variable Xj for each attribute aj ∈ AF1

(sentence (2) of Def. 5 below). This com-
pleteness sentence expresses that every constant combination (vtid, v1, . . . , vk) ∈
Domk+1 (substituting the universally quantified variables Xtid, X1, . . . Xk) ei-
ther appears in f1 or satisfies the sentence ¬F1(vtid, v1, . . . , vk). By construction,
this completeness sentence is satisfied by any DB-Interpretation induced by f1.

Example 6. For the medical example, the knowledge implicitly taken to be not
valid by CWA can be expressed as the following completeness sentence:

(∀Xt)(∀XS)(∀XN )(∀XH)(∀XD) [
(Xt ≡ 1 ∧ XS ≡ e1S ∧ XN ≡ Hellmann ∧ XH ≡ e1H ∧ XD ≡White) ∨
(Xt ≡ 2 ∧ XS ≡ e2S ∧ XN ≡ Dooley ∧ XH ≡ e2H ∧ XD ≡Warren) ∨
(Xt ≡ 3 ∧ XS ≡ e3S ∧ XN ≡ McKinley ∧ XH ≡ e3H ∧ XD ≡Warren) ∨
(Xt ≡ 4 ∧ XS ≡ e4S ∧ XN ≡ McKinley ∧ XH ≡ e4H ∧ XD ≡Warren) ∨
¬F1(Xt, XS , XN , XH , XD) ]

Based on the explanations given so far, an attacker’s knowledge about the
fragment instance f1 can be formalized logic-orientedly as follows:

Definition 5 (Logic-Oriented View on f1). Given a fragment instance f1
over 〈F1|AF1 |SCF1〉 according to Def. 1 with AF1 = {atid, a1, . . . , ak}, the posi-
tive knowledge contained in f1 is modelled in L by the set of sentences

db+f1 := {F1(ν[atid], ν[a1], . . . , ν[ak]) | ν ∈ f1} . (1)

The implicit negative knowledge contained in f1 is modelled in L by the singleton
set db−f1 containing the completeness sentence

(∀Xtid) . . . (∀Xk)

 ∨
ν∈f1

 ∧
aj∈AF1

(Xj ≡ ν[aj ])

 ∨ ¬F1(Xtid, X1, . . . , Xk)

 . (2)
1 Though not explicitly stated in [2,9], in this article we follow the usual intuitive
semantics of complete instances.



Moreover the functional dependency atid → {a1, . . . , ak} ∈ SCF1
is modelled in

L by the singleton set fdF1
containing the sentence

(∀Xtid) (∀X1) . . . (∀Xk) (∀X ′1) . . . (∀X ′k) [F1(Xtid, X1, . . . , Xk) ∧
F1(Xtid, X

′
1, . . . , X

′
k)⇒ (X1 ≡ X ′1) ∧ . . . ∧ (Xk ≡ X ′k) ] .

(3)

Overall the logic-oriented view on f1 in L is dbf1 := db+f1 ∪ db
−
f1
∪ fdF1

.

Proposition 1. Under the assumptions of Def. 5, the sentences (1), (2) and (3)
of dbf1 are satisfied by the DB-interpretation Ir, i.e., Ir |=M dbf1 .

Proof. Direct consequence of the definitions. ut

An attacker is assumed to know the process of fragmentation as well as the
schemas 〈R|AR|SCR〉 and 〈F2|AF2

|SCF2
〉 of the instances kept hidden from him.

Thus he can infer that for each tuple ν1 ∈ f1 there are tuples ν2 ∈ f2 and µ ∈ r
satisfying the equation ν1 � ν2 = µ. So, an attacker knows all values assigned
to the set (AF1 \ E) ∩ AR of unencrypted attributes in µ from his knowledge of
ν1, whereas in general he only knows the existence of values for the remaining
attributes (sentence (4) of Def. 6 below). Similarly, the attacker is not able to infer
the cleartext values assigned to the attributes of E in µ: by the group properties
of the encryption function, each ciphertext considered might be mapped to each
possible cleartext without knowing the specific key hidden in fragment f2.

Next, an attacker knows that a tuple ν2 ∈ f2 can only exist if also corre-
sponding tuples ν1 ∈ f1 and µ ∈ r satisfying the equation ν1 � ν2 = µ exist
(sentence (5) of Def. 6 below). According to the if-part of sentence (6) this re-
quirement analogously holds for the existence of each tuple of r. The only-if-part
of sentence (6) describes the fact that the (hypothetical) knowledge of both tu-
ples ν1 ∈ f1 and ν2 ∈ f2 with ν1[atid] = ν2[atid] would enable the attacker to
reconstruct the tuple µ ∈ r satisfying µ = ν1 � ν2 completely.

Based on the one-to-one correspondence between each tuple µ ∈ r and a
tuple ν1 ∈ f1 (ν2 ∈ f2, resp.), observing that two different tuples ν1, ν′1 ∈ f1 are
equal w.r.t. the values allocated to the unencrypted attributes of (AF1 \E)∩AR,
an attacker can reason that there are also two tuples µ, µ′ ∈ r which are equal
w.r.t. the values allocated to these attributes, but differ in at least one of the
values allocated to AR \ (AF1

\ E) (sentence (7) (sentence (8) in case of f2) of
Def. 6 below). Otherwise, the instance r would have duplicates.

Summarizing, and for now neglecting semantic constraints, an attacker’s
logic-oriented view on the (hidden) instances r and f2 can be modelled as follows:

Definition 6 (Fragmentation Logic-Oriented). Let (F , E) be a fragmenta-
tion of a relational schema 〈R|AR|SCR〉 with instance r and let f1 and f2 be the
corresponding fragment instances over the fragments 〈F1|AF1 |SCF1〉 ∈ F and
〈F2|AF2 |SCF2〉 ∈ F according to Def. 1.



The knowledge about r and f2 deduced from the knowledge of f1 is expressed by

(∀Xtid) (∀X1) . . . (∀Xh) (∀Xh+1) . . . (∀Xk)
[

F1 (Xtid, X1, . . . , Xh, Xh+1, . . . , Xk)
⇒

(∃Yh+1) . . . (∃Yk) (∃Zk+1) . . . (∃Zn)
[

F2 (Xtid, Yh+1, . . . , Yk, Zk+1, . . . , Zn) ∧
R (X1, . . . , Xh, D (Xh+1, Yh+1) , . . . , D (Xk, Yk) , Zk+1, . . . , Zn)

]]
;

(4)

the knowledge about r and f1 deduced from the knowledge of f2 is expressed by

(∀Xtid) (∀Xh+1) . . . (∀Xk) (∀Xk+1) . . . (∀Xn)
[

F2 (Xtid, Xh+1, . . . , Xk, Xk+1, . . . , Xn)
⇒

(∃Y1) . . . (∃Yh) (∃Zh+1) . . . (∃Zk)
[

F1 (Xtid, Y1, . . . , Yh, Zh+1, . . . , Zk) ∧
R (Y1, . . . , Yh, D (Zh+1, Xh+1) , . . . , D (Zk, Xk) , Xk+1, . . . , Xn)

]]
;

(5)

the knowledge about f1 and f2 deduced from the knowledge of r as well as the
knowledge about r deduced from f1 and f2 is expressed by

(∀X1) . . . (∀Xh) (∀Xh+1) . . . (∀Xk) (∀Xk+1) . . . (∀Xn)
[

R (X1, . . . , Xh, Xh+1, . . . , Xk, Xk+1, . . . , Xn)
⇔

(∃Ztid) (∃Yh+1) . . . (∃Yk)
[

F2 (Ztid, Yh+1, . . . , Yk, Xk+1, . . . , Xn) ∧
F1 (Ztid, X1, . . . , Xh, E (Xh+1, Yh+1) , . . . , E (Xk, Yk))

]]
;

(6)

the knowledge about inequalities in r based on f1 is expressed by

(∀Xtid) (∀X ′tid) (∀X1) . . . (∀Xh) (∀Xh+1) . . . (∀Xk)
(
∀X ′h+1

)
. . . (∀X ′k)

[[
F1 (Xtid, X1, . . . , Xh, Xh+1, . . . , Xk) ∧
F1

(
X ′tid, X1, . . . , Xh, X

′
h+1, . . . , X

′
k

)
∧ (Xtid 6≡ X ′tid)

]
⇒

(∃Yh+1) . . . (∃Yn) (∃Zh+1) . . . (∃Zn)
[

R (X1, . . . , Xh, Yh+1, . . . , Yk, Yk+1, . . . , Yn) ∧
R (X1, . . . , Xh, Zh+1, . . . , Zk, Zk+1, . . . , Zn) ∧

∨n
j=h+1 (Yj 6≡ Zj)

]]
;

(7)

and the knowledge about inequalities in r based on f2 is expressed by

(∀Xtid) (∀X ′tid) (∀Xh+1) . . . (∀Xk)
(
∀X ′h+1

)
. . . (∀X ′k) (∀Xk+1) . . . (∀Xn)

[[
F2 (Xtid, Xh+1, . . . , Xk, Xk+1, . . . , Xn) ∧
F2

(
X ′tid, X

′
h+1, . . . , X

′
k, Xk+1, . . . , Xn

)
∧ (Xtid 6≡ X ′tid)

]
⇒

(∃Y1) . . . (∃Yk) (∃Z1) . . . (∃Zk)
[

R (Y1, . . . , Yh, Yh+1, . . . , Yk, Xk+1, . . . , Xn) ∧
R (Z1, . . . , Zh, Zh+1, . . . , Zk, Xk+1, . . . , Xn) ∧

∨k
j=1 (Yj 6≡ Zj)

]]
.

(8)

This view on r and f2 is referred to as the set of sentences dbR containing the
sentences (4), (5), (6), (7) and (8).



Strictly speaking, dbR alone does not provide any knowledge about the re-
lational instance r; instead, only the combination of dbf1 and dbR describes the
knowledge about r that is available to an attacker. The essential part of this
insight is formally captured by the following proposition.

Proposition 2. Under the assumptions of Def. 6, the sentences (4), (5), (6),
(7) and (8) of dbR are satisfied by the DB-Interpretation Ir, i.e., Ir |=M dbR.

Proof. Omitted. See the informal explanations before Definition 6. ut

Note that – in contrast to sentence (6) – the equivalence does not hold for
the sentences (4) and (5), as it can be shown by a straightforward example.

Finally, we have to model the confidentiality policy logic-orientedly. A confi-
dentiality constraint c ⊆ AR claims that each combination of (cleartext-)values
allocated to the attributes of c should not be revealed to an attacker completely.
To specify this semantics more precisely, it is assumed that c only protects those
combinations of values which are explicitly allocated to the attributes of c in a
tuple of r. In contrast, an attacker may get to know that a certain combination
of values is not allocated to the attributes of c in any tuple of r.

The wish to protect a certain combination of values (vi1 , . . . , vi`) ∈ Dom |c|

is modelled as a “potential secret” in the form of a sentence (∃X)R(t1, . . . , tn)
in which tj := vj holds for each j ∈ {i1, . . . , i`} and all other terms are existen-
tially quantified variables. To protect each of the infinitely many combinations,
regardless of whether it is contained in a tuple of r or not, we use a single open
formula with free variables Xi1 , . . . , Xi` like an open query as follows.

Definition 7 (Confidentiality Policy). Let C be a set of confidentiality con-
straints over schema 〈R|AR|SCR〉 according to Def. 2. Considering a confiden-
tiality constraint ci ∈ C with ci = {ai1 , . . . , ai`} ⊆ {a1, . . . , an} = AR and the set
AR \ ci = {ai`+1

, . . . , ain}, constraint ci is modelled as a potential secret

Ψi(Xi) := (∃Xi`+1
) . . . (∃Xin)R(X1, . . . , Xn) ,

which is a formula in the language L . Thereby Xi = (Xi1 , . . . , Xi`) is the vector
of free variables contained in Ψi(Xi). The set containing exactly one potential
secret Ψi(Xi) constructed as above for every confidentiality constraint ci ∈ C
is called potsec(C). Moreover, the expansion ex(potsec(C)) contains all ground
substitutions over Dom of all formulas in potsec(C).

Example 7. For our example, c2 = {Name, Illness} is modelled as Ψ2(X2) :=
(∃XS)(∃XH)(∃XD)R(XS , XN , XI , XH , XD) with free variablesX2 = (XN , XI).

4 Inference-Proofness of Fragmentation

Until now the logic-oriented modelling of an attacker’s view only comprises
knowledge the attacker can deduce from the outsourced fragment instance f1,
which is supposed to be visible to him. Additionally, however, the attacker might
also employ a priori knowledge to draw harmful inferences.



Example 8. As in Example 2, suppose the attacker knows that Doctor White is
a psychiatrist only treating patients suffering from the Borderline-syndrome:

(∀XS)(∀XN )(∀XI)(∀XH)[R(XS , XN , XI , XH , White)⇒ (XI ≡ Borderline)] .

This knowledge enables the attacker to conclude that patient Hellmann suffers
from the illness Borderline-syndrome, thereby violating confidentiality con-
straint c2 = {Name, Illness}. Moreover, let the attacker additionally know that
all patients suffering from the Borderline-syndrome have hurt themselves:

(∀XS)(∀XN )(∀XH)(∀XD)[R(XS , XN , Borderline, XH , XD)⇒ (XN ≡ XH)] .

The attacker can then draw the conclusion that patient Hellmann has been hurt
by Hellmann, thereby violating c3 = {Name, HurtBy}.

Following the framework of CIE [3], we aim at achieving a sophisticated kind
of confidentiality taking care of an attacker’s (postulated) a priori knowledge.
This a priori knowledge is modelled as a finite set prior of sentences in L
containing only R and ≡ as predicate symbols. Moreover, we always assume
that the semantic constraints SCR declared in the relational schema are publicly
known, i.e., SCR ⊆ prior . Intuitively, we then would like to guarantee that a
fragmentation is inference-proof in the sense that – from the attacker’s point of
view – each of the potential secrets might not be true in the original relational
instance r. More formally: for each potential secret Ψi(vi) ∈ ex(potsec(C)) there
should exist an alternative instance r′ over 〈R|AR|SCR〉 that witnesses the non-
entailment dbf1 ∪ dbR ∪ prior 6|=DB Ψi(vi). Clearly, deciding on non-entailment,
equivalently finding a suitable witness, is computationally infeasible in general.
Accordingly, we will have to restrict on approximations and special cases.

Regarding approximations, we might straightforwardly require for the wit-
ness r′ that for at least one m ∈ {i1, . . . , i`} the value vm appearing in the
potential secret must not occur under the attribute am. Accordingly, we could
try to substitute vm in the original instance r by a newly selected constant sym-
bol v∗ to obtain r′. However, we also have to preserve indistinguishability of r
and r′ by the attacker, and thus m has to be chosen such that am /∈ (AF1

\ E).
Furthermore, to fully achieve indistinguishability, the alternative instance r′ has
to coincide with the original instance r on the part visible in fragment f1, i.e.,
Ir′ |=M dbf1 , and modifying the original instance r into the alternative r′ should
preserve satisfaction of the a priori knowledge, i.e., Ir′ |=M prior .

Regarding special cases, we will adapt two useful properties known from
relational database theory [1]. Genericity of a sentence in L perceives constant
symbols as being atomic and uninterpreted. Intuitively, all knowledge about a
constant symbol arises from its occurrences in the relational instance r. Clearly,
sentences with “essential” occurrences of constant symbols will not be generic.
But in general “essential” occurrences of constant symbols are difficult to identify.
Moreover, renaming vm by v∗ should not modify the fragment f1 that is visible to
the attacker. Typedness restricts the occurrences of a variable within a sentence
to a single attribute (column), and thus prevents a “transfer of information” from
a visible attribute to a hidden one.



We will now state our main result about the achievements of fragmentation
with encryption regarding preservation of confidentiality against an attacker who
only has access to one of the fragment instances, here exemplarily to fragment
instance f1. Facing the challenges discussed above, this main result exhibits a
sufficient condition for confidentiality. An inference-proof fragmentation of the
running example in terms of Theorem 1 is presented in Example 9 of Sect. 5.

Theorem 1 (Inference-Proofness on Schema Level). Let 〈R|AR|SCR〉 be
a relational schema with AR = {a1, . . . , an} and (F , E) be a fragmentation with
fragment 〈F1|AF1

|SCF1
〉 ∈ F that is confidential w.r.t. a set C of confidentiality

constraints. Moreover, let SCR ⊆ prior be a set of sentences in L containing
only R and ≡ as predicate symbols, satisfying the following restrictions:

– Untyped dependencies with constants: each Γ ∈ prior is in the syntactic
form of (∀x)(∃y)[

∨
j=1,...,p ¬Aj ∨ Ap+1] with Al being an atom of the form

R(tl,1, . . . , tl,n) or (tp+1,1 ≡ tp+1,2) and tj,i is a variable or a constant symbol;
moreover, w.l.o.g., equality predicates may only occur positively, and there
might also be a conjunction of positively occurring R-atoms.

– Satisfiability: prior is DB-satisfiable and each Γ ∈ prior is not DB-tautologic
(and thus: each Γ ∈ prior is range-restricted and does not contain an exis-
tentially quantified variable in the negated atoms (premises)).

– Compatibility with (F , E) and C: there is a subset M ⊆ {h+ 1, . . . , n} s.t.
(1) M ∩ {i1, . . . , i`} 6= ∅ for each ci ∈ C with ci = (ai1 , . . . , ai`);
(2) for each Γ ∈ prior there exists a partitioning X Γ1 ∪̇ X Γ2 = Var s.t.

(i) for each atom R(t1, . . . , tn) of Γ
• for all j ∈ {1, . . . , n} \M term tj can either be a (quantified)
variable of X Γ1 or a constant symbol of Dom,

• for all j ∈M term tj must be a (quantified) variable of X Γ2 ,
(ii) for each atom (Xi ≡ Xj) of Γ either Xi, Xj ∈ X Γ1 or Xi, Xj ∈ X Γ2 ,
(iii) for each atom (Xi ≡ v) of Γ with v ∈ Dom variable Xi is in X Γ1 .

Then, inference-proofness is achieved: For each instance r over 〈R|AR|SCR〉
with fragment instance f1 such that Ir |=M prior and for each potential secret
Ψi(vi) ∈ ex(potsec(C)) we have dbf1 ∪ dbR ∪ prior 6|=DB Ψi(vi),
i.e., there exists an alternative instance r′ over 〈R|AR|SCR〉 s.t.

(a) Ir′ |=M dbf1 ∪ dbR ∪ prior , and
(b) Ir′ 6|=M Ψi(vi).

Proof (sketch). Consider any Ψi(vi) ∈ ex(potsec(C)) with vi = (vi1 , . . . , vi`).
Then ci := {ai1 , . . . , ai`} ∈ C, and thus by the assumptions there is an attribute
am ∈ ci with m ∈M ; moreover, either am ∈ E or am ∈ (ĀF2 \ E).

Starting the construction of r′ and thus of the induced Ir′ , to ensure Ir′ |=M

dbf1 according to Proposition 1, we define f ′1 := f1 and Ir′(F1) := f ′1.
Continuing the construction of Ir′ , we select a constant symbol v∗ 6= vm

from the infinite set U that does not occur in the finite active domain of πM (r)
and define a bijection ϕ : U → U such that ϕ(vm) = v∗ and no value of πM (r)
is mapped to vm. Then we extend ϕ to a tuple transformation ϕ∗ that maps



a value v for an attribute aj ∈ AR with j ∈ M to ϕ(v) and each value for an
attribute aj ∈ AR with j /∈ M to itself, and define r′ := ϕ∗[r]. Accordingly, the
predicate symbol R is interpreted by Ir′(R) := r′.

The instance r′ and its fragment instance f ′1 together uniquely determine the
corresponding fragment instance f ′2 – whose constructability is guaranteed by
the group properties of Enc – and thus we define Ir′(F2) := f ′2.

By the selection of v∗ and the definition of ϕ, we immediately have Ir′ 6|=M

Ψi(vi), and thus Ir′ complies with property (b). Furthermore, by the construc-
tion and according to Proposition 2, Ir′ |=M dbR. Finally, we outline the argu-
ment to verify the remaining part of property (a), namely Ir′ |=M prior .

We consider the following Γ ∈ prior (other cases are treated similarly):

(∀x)(∃y)[
∨

j=1,...,p

¬R(tj,1, . . . , tj,n) ∨R(tp+1,1, . . . , tp+1,n)] ,

where {tj,1, . . . , tj,n} ⊆ x ∪ Dom for j ∈ {1, . . . , p} and {tp+1,1, . . . , tp+1,n} ⊆
x ∪ y ∪ Dom. To demonstrate Ir′ |=M Γ , we inspect any variable substitution
σ′ : x→ Dom. If there exists j ∈ {1, . . . , p} such that Iσ′

r′ |=M ¬R(tj,1, . . . , tj,n),
we are done.

Otherwise, for all j ∈ {1, . . . , p} we have Iσ′

r′ 6|=M ¬R(tj,1, . . . , tj,n) and thus
for each tuple µ′j := (σ′(tj,1), . . . , σ′(tj,n)) we have µ′j ∈ r′. Since r′ := ϕ∗[r],
for all j ∈ {1, . . . , p} there exists µj ∈ r such that ϕ∗[µj ] = µ′j . Now exploiting
the properties of the set M – essentially, for each term exactly one case of the
definition of ϕ∗ applies – we can construct a variable substitution σ : x→ Dom
such that µj = (σ(tj,1), . . . , σ(tj,n)) and, accordingly, Iσr 6|=M ¬R(tj,1, . . . , tj,n).

Since Ir |=M Γ , there exists a variable substitution τ : y → Dom such that
Iσ|τr |=M R(tp+1,1, . . . , tp+1,n), i.e., µp+1 := (σ|τ(tp+1,1), . . . , σ|τ(tp+1,n)) ∈ r.
By the definition of r′, we have µ′p+1 := ϕ∗[µp+1] ∈ r′.

Exploiting the properties of M and using τ , we can construct a variable
substitution τ ′ : y → Dom such that µ′p+1 = (σ′|τ ′(tp+1,1), . . . , σ′|τ ′(tp+1,n)).

Hence, Iσ
′|τ ′

r′ |=M R(tp+1,1, . . . , tp+1,n) and thus Iσ
′|τ ′

r′ |=M Γ . ut
Theorem1 provides a sufficient condition for inference-proofness on schema

level, i.e., for each relational instance satisfying the a priori knowledge prior . In
some situations, however, a security officer might aim at only achieving inference-
proofness of a fixed particular relational instance r. Such a situation could be
captured by a corollary. Essentially, if we know r and thus also f1 in advance,
we can inspect the usefulness of each implicational sentence Γ ∈ prior of form
(∀x)(∃y)[

∨
j=1,...,p ¬Aj∨Ap+1] to derive harmful information for the specific sit-

uation. If r already satisfies (∀x)[
∨
j=1,...,p ¬Aj ], then we can completely discard

Γ from the considerations. More generally, we could only consider the effects of
Γ for those variable substitutions σ of x that make [

∨
j=1,...,p ¬Aj ] false for r.

5 Creation of an Appropriate Fragmentation

If an attacker is supposed to have a priori knowledge, a fragmentation has to com-
ply with this knowledge to guarantee inference-proofness in terms of Theorem 1.



F1 tid SSN Illness HurtBy Doctor
1 e1S Borderline e1H White
2 e2S Laceration e2H Warren
3 e3S Laceration e3H Warren
4 e4S Concussion e4H Warren

F2 tid SSN HurtBy Name
1 κ1S κ1H Hellmann
2 κ2S κ2H Dooley
3 κ3S κ3H McKinley
4 κ4S κ4H McKinley

Fig. 3. Inference-proof fragmentation w.r.t. a priori knowledge of Example 8

Hence, an algorithm computing a fragmentation should not only determine an ar-
bitrary fragmentation being confidential in terms of Def. 3. The algorithm should
rather consider all of these fragmentations and select one complying with the
user’s a priori knowledge (if such a fragmentation exists).

Example 9. Reconsidering the a priori knowledge presented in Example 8, this
knowledge does not compromise confidentiality if the fragmentation known from
Fig. 1 is modified as depicted in Fig. 3. In terms of Theorem 1, for an attacker
knowing f1 the set M can be chosen to contain the indices of SSN, HurtBy and
Name and for both sentences Γ1 and Γ2 of Example 8 the set of variables can be
partitioned s.t., for both i ∈ {1, 2}, XI , XD ∈ X Γi1 and XS , XN , XH ∈ X Γi2 .

In the following, an Integer Linear Program (ILP) (see [11]) computing a
confidential fragmentation complying with an attacker’s a priori knowledge is de-
veloped to solve this problem with the help of generic algorithms solving ILPs.2
As the optimization goal the set of “encrypted attributes” is chosen to be min-
imized to reduce the costs for processing queries over the fragmented database
as proposed in [2,9]. Other optimization goals are conceivable, too.

Given the attribute set AR of an original schema 〈R|AR|SCR〉, a set C of con-
fidentiality constraints and a set prior in terms of Theorem 1, the ILP presented
in the following computes the attribute sets ĀF1

and ĀF2
as well as the set E

of “encrypted attributes” of a fragmentation being confidential w.r.t to C and
complying with prior . The ILP contains the following binary decision variables:

– A variable aij , for both i ∈ {1, 2} and for each aj ∈ AR. If aij = 1, attribute
aj ∈ AR is in ĀFi ; if aij = 0, attribute aj ∈ AR is not in ĀFi .

– A variable aej for each aj ∈ AR. If aej = 1, attribute aj ∈ AR is an “encrypted
attribute”; if aej = 0, attribute aj ∈ AR is a “cleartext attribute”.

– A variable mj for each aj ∈ AR. If mj = 1, the index of attribute aj is in
M ; if mj = 0, the index of attribute aj is not in M .

– A variable XΓ for each variable X contained in a sentence Γ ∈ prior . If
XΓ = 1, variable X is in X Γ1 ; if XΓ = 0, variable X is in X Γ2 .

For each Γ ∈ prior the set VarΓj is assumed to contain XΓ if Γ is built over an
atom R(t1, . . . , tn) with tj being the variable X (note that each variable might
occur in different columns). Moreover, the set const(Γ ) is assumed to contain
the index j, if Γ is built over an atom R(t1, . . . , tn) with tj being a constant.
Then, the ILP computing an appropriate fragmentation is defined as follows:
2 For our prototype implementation “lp_solve” turned out to be an appropriate and
fast ILP solver (see http://lpsolve.sourceforge.net/).



Minimize the number of “encrypted attributes”, i.e., min:
∑n
j=1 a

e
j s.t. the

following constraints are fulfilled:

– “Cleartext attributes” in exactly one fragment, “encrypted ones” in both:
a1j + a2j = 1 + aej for each aj ∈ AR

– For i ∈ {1, 2}, fragment 〈Fi|AFi |SCFi〉 fulfills all confidentiality constraints:∑
aj∈c a

i
j ≤ |c| − 1 +

∑
aj∈c a

e
j for each c ∈ C and each i ∈ {1, 2}

– M ⊆ {h+ 1, . . . , n}, i.e., M is a subset of attributes in AF2
:

mj ≤ a2j for each aj ∈ AR
– M overlaps with the indices of the attributes of each c ∈ C:∑

aj∈cmj ≥ 1 for each c ∈ C
– For each formula Γ ∈ prior :
• In each R(t1, . . . , tn) of Γ : for each tj being a constant with j /∈M :
mj = 0 for each j ∈ const(Γ )

• Partitioning of variables into X Γ1 and X Γ2 :
XΓ = 1−mj for j ∈ {1, . . . , n} with VarΓj 6= ∅ and each XΓ ∈ VarΓj

• In each atom (Xi ≡ Xj): variables Xi, Xj belong to the same partition:
XΓ
i = XΓ

j for each atom (Xi ≡ Xj)

• In each atom (X ≡ v): variable X belongs to partition X Γ1 :
XΓ = 1 for each atom (X ≡ v)

– Each decision variable of this ILP is binary:
0 ≤ x ≤ 1 for each integer decision variable x of this ILP

If the ILP solver outputs a feasible solution, an inference-proof fragmentation
can be determined by constructing the sets ĀF1

, ĀF2
and E of Def. 1 according

to the allocation of the corresponding decision variables of the ILP.
Note that availability requirements such as storing a particular subset of

attributes within the same (or even a particular) fragment or keeping the values
of a particular attribute as cleartext values can be simply modelled by adding
appropriate constraints, i.e., (in-)equations, to the ILP.

6 Conclusion and Future Work

Motivated by the question, whether splitting of data vertically over two semi-
honest servers guarantees confidentiality, the fragmentation model introduced
in [2,9] is formalized, then modelled logic-orientedly and subsequently analyzed
w.r.t. its inference-proofness. This analysis considers an attacker employing his
a priori knowledge to draw harmful inferences and provides a sufficient condition
to decide whether a given combination of a fragmentation and a priori knowledge
is inference-proof w.r.t. a given confidentiality policy. Additionally, a generic ILP
formulation computing such an inference-proof fragmentation is developed.

As Theorem 1 only states a sufficient condition for inference-proofness, there
might be a more relaxed, most desirably even necessary definition of a pri-
ori knowledge still guaranteeing inference-proofness. A full characterization of
inference-proofness could also provide a basis for deciding on the existence of a
secure fragmentation for a given setting.



Theorem 1 might be also enhanced in the spirit of k-anonymity by a more
sophisticated definition of confidentiality guaranteeing that an “invisible value”
cannot be narrowed down to a set of possible values of a certain cardinality.
A further analysis of confidentiality assuming that commonly used encryption
functions such as AES or RSA (which do not satisfy the group properties) come
into operation is desirable, too. Although a formal analysis based on probability
theory and complexity theory is indispensable to guarantee profound statements,
we expect these encryption functions to be “sufficiently secure” in practice.

In this article and previously in [5] each one of two existing approaches to
achieve confidentiality by vertical fragmentation is analyzed. As a third approach
– using an arbitrary number of fragments which are all supposed to be known to
an attacker – is presented in [8], a formal analysis of this approach in the spirit
of Theorem 1 might be another challenging task for future work.
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