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Abstract. Recent trends in automation technology lead to a rising ex-
position of industrial control systems (ICS) to new vulnerabilities. This
requires the introduction of proper security approaches in this field.
Prevalent in ICS is the use of access control. Especially in critical in-
frastructures, however, preventive security measures should be comple-
mented by reactive ones, such as intrusion detection. Beginning from the
characteristics of automation networks we outline the implications for a
suitable application of intrusion detection in this field. On this basis, an
approach for creation of self-learning anomaly detection for ICS proto-
cols is presented. In contrast to other approaches, it takes all network
data into account: flow information, application data, and the packet
order. We discuss the challenges that have to be solved in each step of
the network data analysis to identify future aspects of research towards
learning normality in industrial control networks.

1 Motivation

Currently operators of industrial control systems (ICS) aim at optimally inte-
grating their systems into corporate infrastructures to reduce costs. For this
purpose, they started to involve common information and communication tech-
nologies (ICT) in their supervisory control and data acquisition (SCADA) sys-
tems. This results in the exposition of industrial control networks to common
ICT vulnerabilities and indirect connections to public networks. Simultaneously,
interoperability between devices of various vendors and different automation lev-
els is driven forward by the introduction of open standards on control and field
level of ICS. For instance, Industrial Ethernet is widely used in industrial control
networks, although it lacks essential security features, such as authentication and
encryption. These trends affect security of industrial networks as well as critical
infrastructures, such as power plants.

For complementing existing active security measures, we investigate in the
use of intrusion detection in this field. In [1] we proposed a network-based in-
trusion detection system consisting of multiple autonomous components, called
SCADA Intrusion Detectors (SCIDs), as illustrated in Figure 1.



 

PLC

PC PC

Peripheral devices

ICS

Peripheral devices

PC PC
 

   

 
 

  

 

 

 
 SCID  

 
  

SCID SCID

 

SCID

SCID

 

PLC

Higher SCADA levels

  

Fig. 1: Multiple SCIDs monitoring an example ICS

In contrast to common ICT networks, industrial control networks are usually
characterized by a well-defined setup of devices, communication relations, and
data exchanged [2] [3]. Consequently, a model of normal traffic can be defined
comparatively well. Thus, each detector shall perform anomaly detection based
on a model of the individual normal network traffic of its observation domain.
In this realm, we investigate in the application of machine learning methods on
ICS traffic to enable sophisticated anomaly detection in this field.

The main contributions of this paper are: (1) we identify the requirements for
intrusion detection in ICS; (2) we present an approach for self-learning intrusion
detection whose characteristics meet these requirements; (3) on the basis of this
approach, we discuss the challenges and future aspects of research for realizing
such a tailored self-learning intrusion detection for ICS.

The remainder of the paper is organized as follows: In Section 2 we reason
the main characteristics that an intrusion detection for ICS should have. After
a discussion of the drawbacks of existing works dealing with intrusion detection
in this field in Section 3, we introduce an approach in Section 4 that meets all
characteristics presented in Section 2. For outlining research aspects involved,
we go in Section 5 into the details of each step. We conclude the paper with an
outlook on our future research in this field.

2 Problem Definition

The principal problem addressed is the development of a learning approach in
accordance with the intended intrusion detection. Consequently, as a prerequisite
the significant criteria of the intrusion detection need to be clarified. In the fol-
lowing the applied detection process is reasoned by the particular characteristics
of automation networks.



Network-based Analysis. Industrial control systems, especially in critical
infrastructures, have to meet real-time constraints and high availability require-
ments. They rely on the flawless operation of their devices. Especially on field
level of industrial control networks, embedded devices, such as programmable
logic controllers (PLCs) and peripheral devices, are used. These systems are
dedicated to perform only a specific automation task. Due to their limited re-
sources of computing power and memory, it is often impossible to run further
applications on these systems. Moreover, vendors as well as operators usually
oppose any manipulation of these devices. Against this background, host-based
intrusion detection is not applicable for automation devices in practice. Network-
based intrusion detection, in contrast, can be integrated comparatively easily
into existing automation networks. Even on control and field level this kind of
intrusion detection can be placed without any manipulation of existing devices,
e.g., by listening to a mirror port of a network switch.

Deep Packet Inspection. In high-speed networks flow-level monitoring
is increasingly outracing packet-based analysis because the monitoring systems
lack processing power and storage capacity necessary for a deep packet inspec-
tion for the corresponding data rates [4]. While flow-level analysis is intended
to handle huge data rates by abstracting from detailed packet data, this lim-
itation is neither required nor suitable for analyzing automation data due to
the following reasons. First, packet-based analysis of automation traffic does not
require extensive resources, because the amount of data is far below [5] what a
conventional deep packet inspection can process (>100 Mbit/s). Second, flow-
based monitoring generally omits payload analysis which is essential for detecting
protocol-specific attacks, such as Man-in-the-Middle attacks on Profinet IO
[6] or false data injection in general [7] [8]. Without a deep packet inspection it is
not possible to distinguish between packet types of the automation protocol used
(e.g., read requests from write requests) and thus communication cannot be ana-
lyzed regarding anomal packet sequences between automation devices. For these
reasons, packet-based analysis is preferred to flow-level analysis. Nevertheless, we
also analyze packet data during packet-based analysis that is usually considered
in flow-based analysis, i.e., the monitoring of communication relations.

N-gram Anomaly Detection. Today the specifications of most Ethernet-
based ICS protocols are officially available. With protocol-specific knowledge, an
attacker may launch attacks either by interferring normal protocol sequences by
additional packets (sequence-based attacks) or by manipulating data of packets
within a legitimate sequence (content-based attacks), or both. Whereas single-
packet anomaly detection can help to detect content-based attacks, such as false
data injection attacks, identification of sequence-based attacks requires to moni-
tor sequences of packets. Examples for such sequence-based attacks are the afore-
mentioned Man-in-the-Middle attack on a Profinet IO setup [6] or Denial-of-
Service attacks by packet flooding on the Modbus TCP protocol [9] and DNP3
over TCP [10]. Since these attacks can be triggered by packets that satisfy the
protocol-specific packet formats and contain ordinary data, these attacks cannot
be detected by a single-packet analysis.



The feasibility to deploy n-gram analysis in real environments is addressed
in [11], where the homogeneity of ICS traffic is outlined to be a key issue for a
high detection capability and a low rate of false positives. In our approach each
gram refers to the result of the deep packet inspection of a network packet. Con-
sequently, an n-gram characterizes a specific sequence of n monitored packets.
While learning sequences of packets as n-grams, a packet that, if considered iso-
lated, looks ordinary can be identified as anomal in an unusual packet sequence.

Unsupervised learning. Machine learning can be subdivided into super-
vised and unsupervised learning. In supervised learning the input data for learn-
ing are labeled, e.g., assigned to classes. The task is to learn a model to predict
the class for new data. In line with this, supervised learning for intrusion detec-
tion is done by learning normal data as well as attacks in order to apply misuse
detection. The input data of unsupervised learning, in contrast, are unlabeled
and the aim is to find a model for a representation of the input data. Associated
with this approach is the idea of anomaly detection: a model representing nor-
mality is learned from unlabeled normal data to be able to identify attacks as a
kind of anomalies. Both approaches have been subject for research in network-
based intrusion detection. If unknown attacks can be expected, however, it has
been empirically shown in [12] that unsupervised methods are more qualified
for practical purposes, because their detection capability is similar to supervised
learning, while they do not require the tedious preparation of labelling the input
data. Consequently, unsupervised learning is the most promising method also
for learning normal traffic for anomaly detection in ICS.

3 Related Work

After reasoning why network-based anomaly detection using a learned model of
normal traffic is the most suitable kind of intrusion detection for ICS, we will
focus the discussion of related work on similar approaches.

In [13] [14] contributions to a state-based IDS are presented. The system
performs anomaly detection based on a decision whether the monitored system
enters a critical state. For this purpose, a central virtual image of the physical
state of the whole system is set up and regularly updated.

The presented algorithm in [15] uses deep packet inspection and estimates
if a network packet has anomal effect on a memory variable of an ICS device.
This approach, however, requires both detailed understanding of the used ICS
network protocol and extensive knowledge about variables stored in the RAM
variable memory of all monitored PLCs of the ICS.

Other approaches apply Artificial Neural Networks to perform anomaly de-
tection in ICS. The authors of [16] also focus on n-gram anomaly detection, where
each gram refers to the attribute extraction from a network packet. In [8] a back-
propagation algorithm is used to build the neural network for a network-based
intrusion detection system. Although these works provide relevant contributions,
both are based on supervised learning that depends on labeled input data, i.e.,
requires normal as well as attack data.



The anomaly detection process in [17] relies on pattern matching. It combines
Autoassociative Kernel Regression for model generation with a binary hypothesis
technique called Sequential Probability Ratio Test while detection. The proposed
kind of model generation, however, relies on the assumption that security viola-
tions are reflected by a change in system usage, which is subject of the detection.
This obviously limits the detection capability.

Research in flow-based anomaly detection for ICS is motivated in [3]. The
model generation focuses on finding relations between network flows based on
clustering and correlation. Here, we argue the limitation of a detection that only
focuses on flow data analysis, as we have explained in the previous section.

4 Learning Approach

The model generation and anomaly detection of our approach focuses on the
following data:

– Communication relations: Communication relations refer to network flows.
These are sequences of packets from a source to a destination device using a
certain protocol. For monitoring communication relations between ICS de-
vices, flow data, i.e., source and destination addresses as well as the used
protocol, have to be determined. This also allows to gather flow characteris-
tics, such as byte or packet number transmitted in a certain time interval.

– Integrity of ICS application data: Beyond the monitoring of communi-
cation relations, the actual data exchanged are subject of the monitoring.
For this purpose, the payload of network packets is inspected and protocol-
specific data are analyzed regarding anomalies.

– Consistency of the packet exchange: Based on identified flows and
knowledge about the used protocol, the type of each packet within a flow
can be determined. Thus, the order of packets exchanged in a communication
relation can be evaluated.

The principle for learning this information from the industrial control net-
work is depicted in Figure 2. Initially, network packets are captured and decoded
by a deep packet inspection (DPI) sensor that is capable to analyze packets of
the used ICS protocols. From each packet a set of attributes, so-called features,
is extracted. For the later application of mathematical operations in the ma-
chine learning stage, this set of features, i.e., list of original packet attributes,
are mapped to a vector of real numbers (feature vector). In this process of fea-
ture conversion a suitable numerical representation of the feature values has to
be found with respect to the feature types (e.g., categorical or continuous) and
dependencies between the features. In the next step the current feature vector is
aggregated with the feature vectors of the n − 1 previously monitored network
packets. The resulting n-gram represents an input instance for the machine learn-
ing algorithm applied. Finally all information mentioned above is concentrated
within the n-grams as input for the machine learning procedure.
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Fig. 2: Schematic depiction of the learning approach

The approach can be applied in two ways: (1) either learning is realized
protocol-related, so that for each ICS protocol used in the network a separate
model of normality is learned based on a protocol-specific set of features, or (2) a
common feature set for all supported ICS protocols is defined and used to learn a
shared model. The comparison of both strategies is an interesting issue for future
investigation, which represents aspect 1 for future research. In the following we
will denote further aspects using consecutive numbering. The discussion in this
paper, however, focuses on the first strategy, since it promises a more tailored
learning and anomaly detection for the respective protocols.

5 Challenges of Learning for ICS Intrusion Detection

Development and implementation of a self-learning anomaly detection for ICS
induces a set of challenges. We address these challenges based on the steps of
the approach introduced in Section 4. If necessary we exemplify our explanations
using the example of the ICS protocol Profinet IO.

5.1 Understanding Automation Protocols

The development of a deep packet inspection for application on control and field
level of industrial control networks requires to understand the protocols spoken
on these levels. The aim is to extract the data of each network packet and
to map them to a representation for further analysis. For such a packet-based
analysis, a protocol-specific decoding of network packets has to be implemented.
Here, it also has to be regarded that different ICS protocols expect different
protocol stacks for transportation. For instance, whereas Profinet IO bypasses
the network and transport layer, Modbus TCP requires the regular TCP/IP
stack. Thus, the specification of the respective protocol has to be analyzed in
advance regarding transportation stack and message formats. This work has to
be done individually for each ICS protocol that the intrusion detection shall be
capable to support. Nevertheless, the effort for realizing such a protocol analysis
is well spent, because it also allows a vulnerability assessment and the derivation
of possible attacks. This is also fruitful for a later evaluation of the implemented
anomaly detection. Since traffic capturing and decoding is an essential feature of
packet-based intrusion detection systems in general, existing solutions [18] can
be extended by the respective protocol knowledge to appropriate sensors.



5.2 Feature Selection

The challenging part in this step is to decide which ICS protocol data are worth
and suitable to be learned. Since our approach shall not be limited to learning the
traffic of a certain protocol, but rather be applicable for a wide range of Ethernet-
based ICS protocols, we abstract from the various protocol data formats and
focus our explanation here on data that are usually part of Ethernet-based ICS
protocols:

– source and destination addresses – unique identifiers of sender and re-
ceiver (e.g., MAC addresses),

– protocol type – the identifier of the ICS protocol; in case of Profinet
value 0x8892 encoded in the Ethernet frame’s EtherType field,

– packet type – the type of protocol-specific packet that the Ethernet frame
conveys; in case of Profinet this can be for example a DCP request or DCP
response packet for device identification or an alarm packet [19],

– packet data – the ICS application data, e.g., parameters for cyclic control.

From each monitored frame at the respective network interface, the deep
packet inspection sensor constructs a protocol-specific object containing the
mentioned information in form of a set of features. While this object in de-
tail depends on the protocol-specific fields, here a generic high-level description
of this object is chosen, which in the following is referred to as feature object.

struct featureObj {
timestamp tstamp; (1)
identifier source; (2)
identifier destination; (3)
enum event type type; (4)
union event data event; (5)

}

The feature tstamp holds a value used to recover the temporal order of
packets, whereas source and destination encode addresses of the sending
device and the one receiving the packet. The categorical feature type defines one
of the standard packet types of the ICS protocol. The remaining feature event
contains all packet-type-specific data, e.g., parameters for control or feedback
data transmission between ICS devices.

Features (2-3) help to identify (unidirectional) flows and (bidirectional) com-
munication relations between automation devices. Based on features (1-4), the
concrete sequence of packet types exchanged between these devices can be moni-
tored. This is sufficient for detecting, for instance, the Man-in-the-Middle attack
presented in [6] as anomaly from learned normal sequences. By the use of de-
tailled features contained in the complex feature (5), an anomaly detection based
on learned normal operation data can be realized. If, for instance, a parameter
like a valve pressure measurement contained in (5) normally varies within the
boundaries of interval [a, b]; a, b ∈ R then a value x ∈ R with (x << a) or
(x >> b) can be detected as anomaly from the learned normal interval.



5.3 Feature Conversion for Learning

Machine learning deals with finding characteristics in provided training data
and generalizing from these characteristics for evaluation of new, unseen data
instances in test data. For this purpose, machine learning relies on the use of
mathematical constructs and algorithms. Hence, data instances for learning have
to be converted into numerical representations and summarized in a feature
vector. Finding an optimal representation for the input data as numerical data
is actually a key issue for successful application of machine learning in general.

The conversion applied depends on the type of feature. Each feature that has
been extracted from a packet is either of categorical, identifying, or continuous
type. Table 1 summarizes the attribution and provides some example values for
features contained in the introduced feature object.

Table 1: Feature types and example values

Feature Type Example values

tstamp continuous 1253306964; 1361483071
source identifying ac:de:48:00:00:80; 00:80:41:ae:fd:7e
destination identifying d6:6c:51:84:af:bc; 84:2b:2b:92:41:a8
type categorical read request ; write request ; alarm
event (complex) (param1=3659, param2=0.85, param3=7)

The process of converting a set of features into a numerical representation
basically consists of two steps: (1) mapping each feature to a value in real space,
i.e., a vector in Rn;n ∈ N, and (2) scaling the real values of features to lie
in similar range. Scaling has two advantages for learning: First, if all features
are represented by real values in similar range, no features in greater numerical
ranges can dominate those in smaller numerical ranges while the application
of mathematical operations during learning. Second, numerical problems during
calculation are avoided. For instance, some machine learning methods [20] apply
kernels that depend on the inner products of feature vectors which might be
difficult to determine in case of highly varying feature spaces.

Mapping Categorical Features. The main criterion of a categorical feature
is the dimension n ∈ N of possible categories. The conversion can either be
realized by just defining a real number for each category (e.g., integers 1 to n) or
by constructing an n-dimensional vector whose values at position i ∈ {1 . . . n}
are defined as

v(i) =

{
1, feature value is of the k-th category

0, otherwise
; k ∈ {1 . . . n} . (1)



In terms of the introduced feature object, if feature type can be one of the
values {read request, write request, alarm}, then conversion of feature value read
request would result in (1, 0, 0), feature value alarm correspondingly in (0, 0, 1).
Comparing both ways of converting a categorical ICS feature in the context of the
machine learning method applied is another relevant issue of study (aspect 2).

Mapping Identifying Features. These are features holding addresses or other
identifiers, such as device names, that are a typical aid for ICS operators to
distinguish and locate automation devices. Learning concrete values of an iden-
tifying feature, e.g., the integer value of a MAC address’ byte sequence, is not
useful. It would result in a model of normality, in which new MAC addresses
with similar integer values like normal addresses would be also considered as
normal. Even they, however, explicitely identify a new device, which is, in terms
of homogenous ICS traffic, an anomal event.

Instead, identifying features have to be converted in a way that the applied
learning method results in a model that only characterizes the identifiers as
normal that have explicitely seen during learning phase. Thus, a better way of
converting an identifying feature is to allow a fixed maximum number n ∈ N of
devices in the monitoring domain and to store each seen identifier in the training
data in a list of length n. Then, conversion of a specific identifier is realized
like conversion of a categorical feature, where the list position of the identifier
is handled like a category (see Formula 1). For illustration: If in a monitored
network packet in training or test data the identifying feature source contains
MAC address y while MAC addresses (x, y, z) have already been seen, then y
would be converted to (0, 1, 0).

Mapping Continuous Features. In the realm of ICS, most operation pa-
rameters are provided as real numbers. This, for instance, can be a measured
value as part of a feedback packet from a peripheral device to a PLC. Such a
parameter would be part of complex feature event. In contrast to categorical
and identifying features, the concrete value of this feature has to be learned in
order to identify anomalies in ICS application data.

Some machine learning methods rely on discrete input data. Consequently,
continuous features have to be discretized for these algorithms. In [21] a com-
prehensive overview about existing approaches and an empirical comparison of
discretization for continuous attributes is provided. In terms of this work, un-
supervised discretization methods are suitable for our approach. More recent
discussions in this field can be found in [22] and [23].

If continuous features in the form of real numbers are accepted as input for
the applied machine learning method (e.g., methods in [20]) the mapping step
during conversion can obviously be omitted. Here, scaling is crucial for successful
learning. Nevertheless, discretization may also be supportive of learning even if
the learning algorithm would accept continuous data. This, however, can only
be evaluated as a kind of preprocessing in strong connection with the concrete
learning algorithm applied (aspect 3).



Scaling. In the presented ways for converting categorical and identifying at-
tributes the kind of mapping applied implicitely involves also scaling, since the
length of the resulting vector is always maximum 1 (It can also be 0 in case the
value is not defined for the categorical respectively identifying feature, which
results in conversion to a null vector).

If continuous features are not discretized for learning, they have at least to be
scaled. This involves the transformation of real values into a smaller interval. It
can be realized by defining the minimum and maximum value accepted for this
feature and linear scaling to a smaller interval, such as [0, 1] or [−1,+1]. The same
scaling method, however, should be applied for the respective feature during the
training and anomaly detection phase. For example, if the feature param1 in
abstract feature event has been scaled from [0, 10000] to [0, 1] during training,
then during anomaly detection a value 3659 for param1 has to be scaled to
0.3659. Finding the right scaling approach, i.e., scaling range for each feature
and ratio across features, is a further aspect of study to optimize self-learning
anomaly detection for ICS (aspect 4).

Feature Dependencies. It might be the case that there are dependencies
between features for some ICS protocols which have to be explicitly regarded
during conversion. One approach for handling dependencies is to construct a
complex feature value from values of depending features and to learn this ag-
gregated feature value instead of the individual ones. For example, if the range
of feature param3 in complex feature event by protocol specification depends
on the value of feature type, then this could be expressed as follows during
conversion: A simple method is to map param3 to a real number, so that its
concrete value only affects the less significant digits, whereas the value of type
dictates the more significant ones. Thus, instead of just scaling, real value 7
would be mapped beforehand to real number x007 where x represents a digit
based on the k-th category for categorical value type. As illustrated by this
simple example, exploring sophisticated dependency-based conversion methods
is a further subject of investigation (aspect 5).

5.4 Evaluation of Learning Algorithms

Besides the optimal choice of parameter n (aspect 6) also the choice of the un-
supervised learning algorithm for generating the normal traffic model, based on
the n-grams of converted features, is the most relevant aspect towards the imple-
mentation of a sophisticated self-learning anomaly detection for ICS (aspect 7).
We plan to evaluate the algorithms regarding their behaviour on ICS data:

– efficiency of the algorithm, i.e, the number of learning examples necessary
for a certain detection accuracy on new, unseen data,

– stability of the learned model to variations of input parameters,
– scaling of the learning effort with the number of training instances and

input features.



In this context, it will be interesting to find out whether a specific learning
algorithm can distinctly outperform the other ones or if the learning success
will be similar among different algorithms. Another aspect of study will be the
prevention of overfitting in the learning (aspect 8).

6 Final Remarks

In this work we have presented an approach for learning normal ICS traffic to
support anomaly-based intrusion detection in this field. In contrast to existing
methods, our approach combines the learning of communication relations, ICS
operation data as well as exchanged packet sequences. By explaining the steps of
the approach, we identified eight aspects that affect the quality of learning the
addressed information. In general, the application of machine learning techniques
for ICS security is a very promising field. For successfully applying machine
learning and anomaly detection in ICS networks, however, the identified aspects
for optimizing the learning have to be explicitly evaluated with regard to ICS
traffic characteristics. We address ourselves to this task. So we plan to apply
several machine learning algorithms as part of our SCADA intrusion detector in
order to investigate in the identified aspects for proper learning. Analysis will
first focus on monitoring a Profinet IO network. For this purpose, we have
implemented a Profinet-specific deep packet inspection sensor. In [24] we have
identified numerous vulnerabilities and possible attacks on the protocol which
will help us to prove the detection accuracy of our approach.
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