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Abstract. Despite the fact that cloud computing offers a high degreeyef
namism on resource provisioning, there is a general lackmbart for managing
dynamic adaptations of replicated services in the cloudl, @ven when such sup-
port exists, it is focused mainly on elasticity by means afizental scalability.
We analyse the benefits a replicated service may obtain fygmardic adapta-
tions in the cloud and the requirements on the replicatiatesy. For example,
adaptation can be done to increase and decrease the cagfaxisgrvice, move
service replicas closer to their clients, obtain divergityhe replication (for re-
silience), recover compromised replicas, or rejuvenagénggreplicas. We intro-
duce FITCH, a novel infrastructure to support dynamic aatiqut of replicated
services in cloud environments. Two prototype serviceislate this architecture:
a crash fault-tolerant Web service and a Byzantine faldtramt key-value store
based on state machine replication.

1 Introduction

Dynamic resource provisioning is one of the most signifieaivantages of cloud com-
puting. Elasticity is the property of adapting the amound @apacity of resources,
which makes it possible to optimize performance and mingnaizsts under highly vari-
able demands. While there is widespread support for dynassiaurce provisioning
in cloud management infrastructures, adequate suppoghisrglly missing for service
replication, in particular for systems based on state nmectéplication [8, 23].

Replication infrastructures typically use a static confegion of replicas. While
this is adequate for replicas hosted on dedicated serhersleployment of replicas on
cloud providers creates novel opportunities. Replicatggtises can benefit from dy-
namic adaptation as replica instances can be added or rendgmamically, the size
and capacity of the resources available to replicas candmggetd, and replica instances
may be migrated or replaced by different instances. Theseatipns can lead to ben-
efits such as increased performance, increased secudtyeéd costs, and improved
legal conformity. Managing cloud resources for a replmatjroup creates additional
requirements for resource management and demands a cbbeoedination of adap-
tations with the replication mechanism.

In this paper we present FITCHF4ult- and Intrusion-Tolerant Cloud computing
Hardpan, a novel infrastructure to support dynamic adaptationepficated services



in cloud environments. FITCH aggregates several compsrfennd in cloud infras-
tructures and some new ones igbrid architecture[27] that supportsundamental
operationsrequired for adapting replicated services consideringddpbility, perfor-
mance and cost requirements. A key characteristic of tleisit@cture is that it can be
easily deployed in current data centres [3] and cloud plat§o

We validate FITCH with two representative replicated segsi a crash-tolerant web
service providing static content and a Byzantine fauktaht (BFT) key-value store
based on state machine replication. When deployed in ou€HIlinfrastructure, we
were able to easily extend both services for improved degatity through proactive
recovery [8, 24] and rejuvenation [18] with minimal overbe®loreover, we also show
that both services can reconfigure and adapt to varying wadd, through horizontal
(adding/removing replicas) and vertical (upgrading/dgrvenling replicas) scalability.

FITCH fills a gap between works that propose either (a) patoior reconfiguring
replicated services [20, 21] or (b) techniques for decidihgn and how much to adapt
a service based on its observed workload and predefined S|14[67]. Our work
defines a system architecture that can receive adaptatiomaads provided by (b)
and leverages cloud computing flexibility in providing restes by orchestrating the
required reconfiguration actions. FITCH provides a baserface for adding, removing
and replacing replicas, coordinating all low level actiomsntioned providing end-to-
end service adaptability. The main novel contributionshis paper are:

— A systematic analysis of the motivations and technicaltsmis for dynamic adap-
tation of replicated services deployed the clot@)(

— The FITCH architecture, which provides generic supportforamic adaptation of
replicated services running in cloud environmef8&gnds4);

— An experimental demonstration that efficient dynamic aaliéq of replicated ser-
vices can be easily achieved with FITCH for two represeveatervices and the
implementation of proactive recovery, and horizontal aedigal scalability §5).

2 Adapting Cloud Services

We review several technical solutions regarding dynamicise adaptation and cor-
relate them with motivations to adapt found in productiostegns, which we want to
satisfy with FITCH.

Horizontal scalability is the ability dhcreasing or reducing the number of com-
puting instancesresponsible for providing a service. An increase — scate-ads an
action to deal with peaks of client requests and to increlasentimber of faults the
system can tolerate. A decrease — scale-in — can save resaamd money. Vertical
scalability is achieved through upgrade and downgradesgiaes that respectively-
crease and reduce the size or capacity of resources allocdtéo service instances
(e.g., Amazon EC2 offers predefined categories for VMs — lsmmadium, large, and
extra large — that differ in CPU and memory resources [2])gtddes — scale-up —
can improve service capacity while maintaining the numlbeeplicas. Downgrades —
scale-down — can release over-provisioned allocated ressand save money.

Moving replicas to different cloud providers can result in performance improve-
ments due to different resource configurations, or finamggais due to different prices



and policies on billing services, and is beneficial to préwemdor lock-in [4].Mov-
ing service instances close to clientsan bring relevant performance benefits. More
specifically, logical proximity to the clients can reduceviee access latenciloving
replicas logically away from attackerscan increase the network latency experienced
by the attacker, reducing the impact of its attacks on thebwmiraf requests processed
(this can be especially efficient for denial-of-servicaeits).

Replacing faulty replicas (crashed, buggy or compromised) is a reactive process
following fault detections, which replaces faulty instaady new, correct ones [25].
It decreases the costs for the service owner, since he aslkd pay for faulty repli-
cas, removing also a potential performance degradatiosechly them, and restores
the service fault toleranc&oftware replacementis an operation where software such
as operating systems and web servers are replaced in dtes@rgtances at run-time.
Different implementations might differ on performance edg, licensing costs or se-
curity mechanismsSoftware updateis the process of replacing software in all replicas
by up-to-date versions. Vulnerable software, for instanwest be replaced as soon as
patches are available. New software versions may alsodeerperformance by intro-
ducing optimized algorithms. In systems running for longgus, long running effects
can cause performance degradation. Software rejuvenedioftre employed tavoid
such ageing problemg18].

3 The FITCH Architecture

In this section, we present the architecture of the FITCHamstfucture for replicated
services adaptation.

3.1 System and Threat Models

Our system model considers a usual cloud-based Infragteses-a-Service (IaaS) with
a large pool of physical machines hosting user-createdalimachines (VMs) and
some trusted infrastructure for controlling the cloud reses [3]. We assumetgybrid
distributed systermodel [27], in which different components of the systemdaiidif-
ferent fault and synchrony models. Each machine that hosts May fail arbitrarily,
but it is equipped with a trusted subsystem that can fail bglgrashing (i.e., cannot be
intruded or corrupted). Some machines used to control fr@sitnucture are trusted and
can only fail by crashing. In addition, the network internenting the system is split
into two isolated networks, here referred todasa planeandcontrol plane

User VMs employ thelata plango communicate internally and externally with the
internet. All components connected to this network areustéd, i.e., can be subject
to Byzantine faults [8] (except the service gateway, $28). We assume this network
and the user VMs follow @artially synchronousystem model [16]. Theontrol plane
connects all trusted components in the system. Moreoveasseme that this network
and the trusted components followsgnchronousystem model with bounded com-
putations and communications. Notice that although clamsot employ real-time
software and hardware, in practice the over provision ottrrol network associated
with the use of dedicated machines, together with over groned VMs running with



high priorities, makes the control plane a “de facto” sywecious system (assuming
sufficiently large time bounds) [22, 25].

3.2 Service Model

FITCH supports replicated services running on the untoudtenain (as user VMs) that
may follow different replication strategies. In this papee focus on two extremes of a
large spectrum of replication solutions.

The first extreme is represented &tateless servicaa which the replicas rely on
a shared storage component (e.g., a database) to storstttieirNotice that these ser-
vices do have a state, but they do not need to maintain it eollgr Service replicas
can process requests without contacting other replicasrvescan fetch the state from
the shared storage after recovering from a failure, andmmesprocessing. Classical
examples of stateless replicated services are web senaterd in which requests are
distributed following a load balancing policy, and the @mnttserved is fetched from a
shared distributed file system.

The other extreme is represented by consisséateful serviceg which the repli-
cas coordinate request execution following $tete machine replicatiomodel [8, 23].
In this model, an arbitrary number of client processes issmemands to a set of replica
processes. These replicas implement a stateful serviteliaages its state after pro-
cessing client commands, and sends replies to the issuamgslAll replicas have to
execute the same sequence of commands, which requiresstioé ais agreement pro-
tocol to establish a total order before request executibe.Haxos-based coordination
and storage systems used by Google [9] are examples of settiat follow this model.

One can fit most popular replication models between theseektr@me choices,
such as the ones providing eventual consistency, usedxémn@e, in Amazon’s Dy-
namo [13]. Moreover, the strategies we consider can be wggdher to create a de-
pendable multi-tier architecture. Its clients connect sbedeless tier (e.g., web servers)
that executes operations and, when persistent state ascesguired, they access a
stateful tier (e.g., database or file system) to read or malé state.

3.3 Architecture

The FITCH architecture, as shown in Fig. 1, comprises twasgstiems, one for con-
trolling the infrastructure and one for client service gsianing. All components are
connected either with the control plane or the data planthérfollowing we describe
the main architectural components deployed on these demain

Thetrusted domain contains the components used to control the infrastructime
core of our architecture is tlaaptation managea component responsible to perform
the requested dynamic adaptations in the cloud-hosteidaggd services. This compo-
nent is capable of inserting, removing and replacing regliof a service running over
FITCH. It provides public interfaces to be used by &taptation heuristicSuch heuris-
tic defines when and plans how adaptations must be perforaneds determined by
human administrators, reactive decision engines, sganfiirmation event managers
and other systems that may demand some dynamic adaptatgsmnaces.
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Fig. 1. The FITCH architecture.

Theservice gatewaynaintains the group membership of each service and supports
pluggable functionalities such as proxy and load balandingorks like a lookup ser-
vice, where new clients and instances request the most-dpteogroup of replicas of a
given service through the data plane. The adaptation mairggems the service gate-
way about each modification in the service membership throlag control plane. The
service gateway thus is a special component connectedhmiebttorks. This is a rea-
sonable assumption as all state updates happen via thedremtrol plane, whereas
clients have read-only access. Moreover, having a trusied pf contact for fetching
membership data is a common assumption in dynamic distdbsitstems [20].

Cloud resource managefRM) provide resource allocation capabilities based on
requests from the adaptation manager in order to deploystrajeservice replicas. The
adaptation manager provides information about the amdumsources to be allocated
for a specific service instance and the VM image that contlinequired software
for the new replica. The cloud RM chooses the best combinatisesources for that
instance based on requested properties. This componemigsdio the trusted domain,
and the control plane carries out all communication invaivihe cloud RM.

The deployment ageris a small trusted component, located inside cloud physical
hosts, which is responsible to guarantee the deploymeetroite instances. It belongs
to the trusted domain and receives deployment requestscimard RM through the con-
trol plane. The existence of this component follows the gigira of hybrid nodes [27],
previously used in several other works (e.g., [15, 22,2}, 25

The untrusted domain contains the components that provide the adaptive repli-
cated serviceApplication serverare virtual machines used to provide the replicated
services deployed on the cloud. Each of these user-creditsdcdntains all software
needed by its service replica. Servers receive, processuaswler client requests di-
rectly or through the service gateway depending on the cordigpn employed.

Cloud physical hostare physical machines that support a virtualization emviro
ment for server consolidation. These components host VMs$aating the replicas of
services running over FITCH. They contain a hypervisor taitrols the local re-
sources and provides strong isolation between hosted VMdodd RM orchestrates
such environment through the control plane.



Application clientsare processes that perform requests to service instanoeddan
to interact with the replicated service. They connect toséérwice gateway component
to discover the list of available replicas for a given seeviand later access them di-
rectly) or send requests directly to the service gatewayctwivill forward them to
the respective service instances. The application clearishe located anywhere in the
internet. They belong to the untrusted domain and commtaieéh the application
servers and gateway through the data plane.

3.4 Service Adaptation

The FITCH architecture described in the previous sectigpstts adaptation on de-
ployed replicated services as long as the adaptation mgrtagegateway and some
cloud resource managers are available. This means thatgdumiavailability of these
components (due to an unexpected crash, for instance)efieated service can still
be available, but adaptation operations are not. Since thewices are deployed on a
trusted and synchronous subsystem, it is relatively sirgpimplement fault tolerance
for them, even transparently using VM-based technology. [12

The FITCH infrastructure supports three basic adaptaf@nations for a replicated
service:add removeandreplacea replica. All adaptation solutions definedsidcan be
implemented by using these three operations. When the setpuadapt some service
arrives at the adaptation manager, it triggers the follgvgaguence of operations (we
assume a single replica is changed, for simplicity):

1. If adding or replacing:

1.1. The adaptation manager contacts the cloud RM resgerfsibthe physical host that
matches the requested criteria for the new replica. TheddRM informs the deployment
agent on the chosen physical host asking it to create a new VWt avgiven image
(containing the new replica software). When the VM is lawet;hand the replica process
is started, the deployment agent informs the cloud RM, wimébrms the adaptation
manager that a new replica is ready to be added to the service.

1.2. The adaptation manager informs the gateway that its@e@configurethe replicated
service to add the newly created replica for the service. gdteway invokes a recon-
figuration command on the service to add the new repli¢éhen the reconfiguration
completes, the gateway updates the current group mempeargbrmation of the ser-
vice.

2. If removing or replacing:

2.1. The adaptation manager informs the gateway that itsee@configurethe replicated
service to remove a service replica. The gateway invokesanfiguration command on
the service to remove the old replitaVhen the reconfiguration completes, the gateway
updates the group membership of the service.

2.2. The adaptation manager contacts the cloud RM resperisitthe replica being removed
or replaced. The cloud RM asks the deployment agent of theigdiyhost in which the
replica is running to destroy the corresponding VM. At thel efi this operation, the
cloud RM is informed and then it passes this information ®dbaptation manager.

! The specific command depends on the replication techniqderaadleware being used by
the service. We assume that the replication middlewareemehts a mechanism that ensures
a consistent reconfiguration (e.g., [20, 21]).



Notice that, for a replica replacement, the membership siegete updated twice, first
adding the new replica and then removing the old one. We tioteslly use this two-
step approach for all replacements, because it simplifestbhitecture and is neces-
sary to guarantee services’ liveness and fault tolerance.

4 Implementation

We implemented the FITCH architecture and two represemtagrvices to validate it.
The services are a crash fault-tolerant (CFT) web servickaaconsistent BFT key-
value store.

FITCH. Cloud resource managers are the components responsildeftoying and
destroying service VMs, following requests from the adaptemanager. Our prototype
uses OpenNebula, an open source system for managing \starage, network and
processing resources in cloud environments. We decidesktiXan as a virtualization
environmentthat controls the physical resources of thesereplicas. The deployment
agent is implemented as a set of scripts that runs on a seggravileged VM, which
has no interface with the untrusted domain.

A service gateway maintains information about the servioeig. In the stateless
service, the service gateway is a load balancer based or Virtual Server [29], which
redirects client requests to application servers. In catefil service implementation,
an Apache Tomcat web server provides a basic service lookup.

Our adaptation manager is a Java application that procesisgsation requests
and communicates with cloud RMs and the service gatewaydoead those requests.
The communication between the adaptation manager and oksedirce managers is
done through OpenNebula API for Java. Additionally, the ommication between the
adaptation manager and the service gateway is done thregghessockets (SSL).

In our implementation, each application server is a virtaathine running Linux.
All software needed to run the service is present in the VMgendeployed at each ser-
vice instance. Different VLANS, in a Gigabit Ethernet swiitésolate data and control
planes.

Stateless servicén the replicated stateless web service, each client rétggocessed
independently, unrelated to any other requests previaesiyto any replica. It is com-
posed of some number of replicas, which have exactly the sam&e implementation,
and are orchestrated by a load balancer in the service gateshich forwards clients
requests to be processed by one of the replicas.

Stateful servicdn the key-value store based on BFT state machine replicfipeach
request is processed in parallel by all service replicassacatrect answer is obtained
by voting on replicas replies. To obtain such replicatior, developed our key-value
store over a Byzantine state machine replication libratledaBFT-SMaRt [5]. For
the purpose of this paper, it is enough to know that BFT-SMaRploys a leader-
based total order protocol similar to PBFT [8] and that it iempents a reconfiguration
protocol following the ideas presented by Lampetral. [20].

AdaptationsWe implemented three adaptation solutions using the FIT@rstruc-
ture. Both services emplgyoactive recovery8, 24] by periodically replacing a replica



by a new and correct instance. This approach allows a faldtént system to tolerate
an arbitrary number of faults in the entire service life spidre window of vulnerability

in which faults in more tharf replicas can disrupt a service is reduced to the time it
takes all hosts to finish a recovery round. We hsgazontal scalability(adding and re-
moving replicas) for the stateless service, and we anakdiecal scalability(upgrading
and downgrading the replicas) of the stateful service.

5 Experimental Evaluation

We evaluate our implementation in order to quantify the fiesxand the impact caused
by employing dynamic adaptation in replicated servicesimgin cloud environments.
We first present the experimental environment and tool&vi@d by experiments to
measure the impact of proactive recovery, and horizontalventical scalability.

5.1 Experimental Environment and Tools

Our experimental environment uses 17 physical machinetst all FITCH compo-
nents (see Table 1). This cloud environment provides thyeest of virtual machines
—small (1 CPU, 2GB RAM),medium(2 CPU, 4GB RAM) orlarge (4 CPU, 8GB

RAM). Our experiments use two benchmarks. The statelesgcedas evaluated using
the WS-Test [26] web services microbenchmark. We execthidd¢hoList application
within this benchmark, which sends and receives linked ligttwenty 1KB elements.
The stateful service is evaluated using YCSB [11], a benckifiea cloud-serving data
stores. We implemented a wrapper to translate YCSB callsgoasts in our BFT key-
value store and used three workloads: a read-heavy work®®d of GET and 5% of
PUT [11]), a pure-read (100% GET) and a pure-write worklde@D@ PUT). We used
OpenNebula version 2.0.1, Xen 3.2-1, Apache Tomcat 6.0085\é@M images with

Linux Ubuntu Intrepid and kernel version 2.6.27-7-sereend86.64 architectures.

5.2 Proactive Recovery

Our first experiment consists in replacing the entire seeofise replicas as if imple-
menting software rejuvenation or proactive/reactive vecp[8, 18, 22, 25]. The former
is important to avoid software ageing problems, whereadatter enforces service’s
fault tolerance properties (for instance, the ability tietate f faults) [24].

Component Qty.|Description Component Qty.|Description
Dell PowerEdge 850 Dell PowerEdge R410

Adaptation Manager 1 |1 pentium 4 CPU 2.80GHE et (YCSB) 1 lintel xeon E5520
1 single-core, HT 2 quad-core, HT
Client (WS-Test) 5 [28GHz/1MB L2 Service Gateway | 1 |2.27 GHz/1MBL2/8MBL3
2 GB RAM/ DIMM 533MHz 32 GB/DIMM 1066 MHz
Cloud RM 3 2 x Gigabit Eth. Physical Cloud Host 6 2 x Gigabit Eth.

Hard disk 80 GB / SCSI Hard disk 146 GB / SCSI

Table 1. Hardware environment.
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The idea of this experiment is to recoveralieplicas from the service group, one-
by-one, as early as possible, without disrupting the serai@ilability (i.e., maintaining
n — f active replicas). Each recovery consists of creating aiéhgca new replica to
the group and removing an old replica from it. We performecoveries per experiment,
wheren is the number of service replicas, which depends on the tpdenamber of
faults to be tolerated, and on the protocol used to repldeeglicas. The time needed
to completely recover a replica can also vary for each regardtion protocol.

Impact on a CFT stateless web servi@elr first application in this experimentis a state-
less web service that is initially composed of 4 large (L)itgs (which can tolerate 3
crash faults). The resulting latencies (in ms) are present&ig. 2, with and without
the recovering operations in an experiment that took 40Cisigh. In this graph, each
replica recovery is marked with a “R” symbol and has two liregsresenting the begin-
ning and the end of replacements, respectively. The averfeggzvice latency without
recovery was 5.60 ms, whereas with recovery was 8.96 ms.riigéss that the overall
difference in the execution with and without recoveriesdsiiealent to 60% (repre-
sented in the filled area of Fig. 2). However, such differeisamostly caused during
replacements, which only happens during 7.6% of the exactithe.

We draw attention to three aspects of the graph. First, thécgehas an initial
warm-up phase that is independent of the recovery mechaaisifrthe inserted replica
will also endure such phase. This warm-up phase occursgltinia first 30 s of the
experiment as presented in Fig. 2. Second, only a smallvaltex needed between in-
sertions and removals, since the service reconfigureslguidkird, the service latency
increases 20- to 30-fold during recoveries, but througkgoeérations/s) never falls to
zero.

Impact on a BFT stateful key-value sto@ur second test considers a BFT key-value
store based on state machine replication. The service gga@lpo composed of 4 large
replicas, but it tolerates only 1 arbitrary fault, respegtihe3 f + 1 minimum required
by BFT-SMaRt. Fig. 3 shows the resulting latencies with aithout recovery, regard-
ing (&) PUT and (b) GET operations. The entire experimerk 819 s to finish.

We are able to show the impact of a recovery round on servieads by keeping
the rate of requests constant at 1000 operations/s. In thghgeach replica recovery
is divided into the insertion of a new replica (marked witiR™} and the removal of
an old replica (marked with “-R”). Removing the group leademarked with “-L".
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The average latency of PUT operations without recovery we$ 3is, whereas with re-
covery it was 4.15 ms (a difference of 12.52%). Regarding @pdrations, the average
latency without recovery was 0.79 ms, whereas with recowais/0.82 ms (a difference
of 3.33%).

We draw attention to six aspects of these results. Firstséhdce in question also
goes through a warm-up phase during the first 45 s of the erpati Second, the
service needs a bigger interval between insertion and rahtban the previous case
because a state transfer occurs when inserting a new rephaa, the service loses
almost one third of its capacity on each insertion, whictetakore time than in the
stateless case. Fourth, the service stops processinggduiffiew seconds (starting at
760 s in Fig. 3(a)) when the leader leaves the group. Thisailadility while electing a
new leader cannot be avoided, since the system is unabldéomguests during leader
changes. Fifth, client requests sent during this periodjaezied and answered as soon
as the new leader is elected. Finally, GET operations douftgrsthe same impact on
recovering replicas as PUT operations do because GET op®satre executed without
being totally ordered across replicas, whereas PUT opaistire ordered by BFT-
SMaRt’s protocol.

5.3 Scale-out and Scale-in

Horizontal scalability is the ability of increasing or reging the number of service
instances to follow demands of clients. In this experimestinsert and remove replicas
from a stateless service group to adapt the service cap@bigyresulting latencies are
presented in Fig. 4. The entire experiment took 1800 s tdjrasisd the stateless service
processed almost 4 million client requests, resulting inwa@rage of 2220 operations/s.
Each adaptation is either composed of a replica insertieR{) or removal (“-R”).

Since all replicas are identical, we consider that eachHagphsertion/removal in
the group can theoretically improve/reduce the serviceunput byl /n, wheren is
the number of replicas running the service before the atlapteequest.

The service group was initially composed of 2 small (S) &gdj which means a
capacity of processing 1500 operations/s. Near the 100 Is, i first adaptation was
performed, a replicainsertion, which decreased the setatency from 30 msto 18 ms.
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Fig. 4. Horizontal scalability test.

Other replica insertions were performed near the 400 s a@d Mdarks, increasing the
service group to 4, and to 5 replicas, and decreasing thé&sdatency to 13 ms, and
to 10 ms, respectively. The service achieved its peak pedoce with 5 replicas near
the 900 s mark, and started decreasing the number of replitasemovals near the
1000 s, 1240 s and 1480 s, until when increases the servamciato 25 ms using 2
replicas.

Dynamically adapting the number of replicas can be perfdrreactively. A com-
parison between the service capacity and the current ratkeot requests can deter-
mine if the service needs more or fewer replicas. In casagéldifferences, the system
could insert or remove multiple replicas in the same adeptatquest. Such rapid elas-
ticity can adapt better to large peaks and troughs of clieqaests. We maintained the
client request rate above the service capacity to obtaihitfteest number of processed
operations on each second.

The entire experiment would cost $0.200 on Amazon EC2 [2bl®ring a static
approach (using 5 small replicas), while with the dynamiprapch it would cost
$0.136. Thus, if this workload is repeated continuouslg, dynamic approach could
provide a monetary gain of 53%, which is equivalent to $11&0year.

5.4 Scale-up and Scale-down

Vertical scalability is achieved through upgrade and dawdg procedures to adjust the
service capacity to client's demands. It avoids the disatages of increasing the num-
ber of replicas [1], since it maintains the number of rediafter a service adaptation.

In this experiment, we scale-up and -down the replicas oB#r key-value store,
during 8000 s. Each upgrade or downgrade operation is coedpafst replica replace-
ments in a chain. The service group comprises 4 initially Ilsneplicas (4S mark).
Fig. 5 shows the resulting latencies during the entire eérpent, where each “Upgrad-
ing” and “Downgrading” mark indicates a scale-up and schaden, respectively. We
also present on top of this figure the “(4S)”, “(4M)” and “(4Ltharks, indicating the
quantity and type of VMs used on the entire service group betwthe previous and
the next marks, as well as the average latency and numbeeddtigns per second that
each configuration is able to process.



TP(nT) = avg. throughput using n VMS of type T (put) TP(4L) = 1310 ops/s TP(4M) = 1070 ops/s TP(4S) = 540 ops/s
TG(nT) = avg. throughput using n VMS of type T (get) TG(4L) = 4030 ops/s TG(4M) = 3480 ops/s TG(4S) = 2490 ops/s
LP(nT) = avg. latency using n VMS of type T (put) LP(4L) = 3.5ms LP(4M) = 4ms LP(4S) = 5ms
LG(nT) = avg. latency using n VMS of type T (get) LG(4L) = 0.75ms LG(4M) = 0.82ms LG(4S) = 0.87ms

(4S) Upgrading (4M) Upgrading (4L) Downgrading (4M) Downgrading (4S VMs)
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N
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Fig. 5. Vertical scalability test. Note that y-axis is in logarittmscale.

The first adaptation was an upgrade from small (S) to medium\(Ms, which
reduced PUT latency from near 6 ms to 4 ms and GET latency ftorast 0.9 ms to
0.82 ms. The second round was an upgrade to large (L) VMs.r€hisced the PUT
latency from 4 ms to 3.5 ms and the GET latency from 0.82 ms 76 éns. Later,
we performed downgrades to the service (from large to medinchfrom medium to
small), which reduced the performance and increased thel®idiicy to almost 5 ms
and the GET latency to 0.87 ms.

The entire experiment would cost $2.84 on Amazon EC2 [2] idansg the static
approach (using 4 large replicas), while the dynamic apgre@uld cost $1.68. This
can be translated into an economical gain of 32%, the earivéd $4559 per year.

6 Related Work

Dynamic resource provisioning is a core functionality iaud environments. Previous
work [7] has studied the basic mechanisms to provide ressuiven a set of SLAs that
define the user’s requirements. In our work, cloud managersge resources based on
requests sent by the adaptation manager, for allocatingedealsing resources.

The adaptation manager is responsible for performing dymadmaptations in ar-
bitrary service components. These adaptations are defyned ladaptation heuristic.
There are several proposals for this kind of component [6l 7§ which normally fol-
low the “monitor-analyse-plan-execute” adaptation lod@][ Their focus is mostly on
preparing decision heuristics, not on executing the dynadaptations. Such heuris-
tics are based mainly on performance aspects, whereas aurisvooncerned with
performance and dependability aspects. One of our mairs go&b maintain the ser-
vice trustworthiness level during the entire mission tieven in the presence of faults.
As none of the aforementioned papers was concerned abautmegoaspects, none of
them releases or migrate over-provisioned resources raaney [28].

Regarding the results presented in these works, only Raifibd] demonstrates the
throughput of a stateless web service running over theiptatian system. However,
it does not discuss the impact caused by adaptations in thies@rovisioning. In our
evaluation, we demonstrate the impact of replacing anesgtiwup of service replicas,
in a stateless web service, and additionally, in a stateffll Bey-value store.



Regarding the execution step of dynamic adaptation, onlyadog [6] describes the
resource allocation process and executes it using gricduresananagers. FITCH is
prepared to allow the execution of dynamic adaptationsgusinltiple cloud resource
managers. As adaptation heuristics is not the focus of #hyp we discussed some
reactive opportunities, but implemented only time-baseshgtive heuristics. In the
same way, proactive recovery is essential in order to maimatzailability of replicated
systems in the presence of faults [8, 15, 22, 24, 25]. An itgmdifference to our work
is that these systems do not consider the opportunitiesyfioardic management and
elasticity as given in cloud environments.

Dynamic reconfiguration has been considered in previou& worgroup commu-
nication systems [10] and reconfigurable replicated statehimes [20, 21]. These ap-
proaches are orthogonal to our contribution, which is aesgsdrchitecture that allows
taking advantage of a dynamic cloud infrastructure for sedonfigurations.

7 Conclusions

Replicated services do not take advantage from the dynawfistoud resource pro-
visioning to adapt to real-world changing conditions. Heerthere are opportunities
to improve these services in terms of performance, depéditgia@nd cost-efficiency if
such cloud capabilities are used.

In this paper, we presented and evaluated FITCH, a noveldtrfrcture to support
the dynamic adaptation of replicated services in cloudrenvinents. Our architecture
is based on well-understood architectural principles @7d can be implemented in
current data centre architectures [3] and cloud platforntls minimal changes. The
three basic adaptation operations supported by FITCH — i@tdove and replace a
replica — were enough to perform all adaptation of interest.

We validated FITCH by implementing two representative m&s. a crash fault-
tolerant web service and a BFT key-value store. We show tepbssible to augment
the dependability of such services through proactive regowith minimal impact on
their performance. Moreover, the use of FITCH allows botlises to adapt to differ-
ent workloads through scale-up/down and scale-out/imiegcies.
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