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Abstract. In modern manufacturing plants, most prominently in semiconductor
manufacturing, complex interwoven automated material handling systems are
used to transport lots between productive service stations. In busy areas, these
systems often show transient congestion phenomena that have a negative im-
pact on the throughput of the factory. Because of the systems complexity and
the large amount of data originating from several thousand transports a day,
these congestions are difficult to detect and to trace or even to predict. In this
paper, the authors present an approach to detect congestions in such systems us-
ing an event-based model building and analysis approach. Once such effects
have been identified, an algorithm is proposed to derive congestion prognosis
rules which can then be used to implement effective congestion prevention
mechanisms.

Keywords: Semiconductor AMHS, Model building, Event analysis, congestion
prevention

1 Introduction

In modern semiconductor industry, more and more highly integrated customized wa-
fer products have to be produced in shorter and shorter periods of time.

Consequently, a large amount of production steps for a big variety of different
products is carried out on the one hand. On the other hand, the production equipment
is used flexibly, so that the transport system in a highly automated factory has to be
adjusted frequently to new routes for wafer transports between stations. In general,
these stations are connected by automated material handling systems (AMHS) which
are complex interwoven networks of transport elements such as conveyor belts, rotary
tables and other handling devices.

Besides adjusting the transport system to new demands, the operating engineers of
automated material handling systems face on main problem. AMHS often show con-
gestion phenomena, which reduce the throughput in a wafer fabrication facility (fab).
Most of the times, congestions result in queues of work pieces waiting for other work
pieces because stations are temporarily overloaded or switched off (down times).

adfa, p. 1, 2011.
© Springer-Verlag Berlin Heidelberg 2011



Modern material handling systems provide features to detect and adjust to undesir-
able situations automatically and resolve congestions. For this feature intelligent ma-
terial flow routing rules have to be implemented as well as rules for altering the feed
of new work pieces entering the system.

But in real fabs, practitioners ask themselves the following question. Which rules
have to implemented, and more important, how to determine these rules systematical-
ly?

In order to analyze the overall performance of transport systems, event data of ma-
terial passing certain waypoints of the system has been collected in log files.. But the
task of analyzing transient congestions and extracting conclusions often is still a sisy-
phean undertaking because of three reasons. First, this task is still carried out mostly
manually by visually inspecting log files. Second, sometimes the efforts of studying
log files do not result in generally applicable rules. Third, sometimes congestions
seem unexplainable.

In order to free the expert from this time consuming task, this paper introduces an
approach to how event based congestion analysis and prediction can be executed au-
tomatically.

Consequently, the steps of an approach for semi automatic event data inspection
are provided. These steps include collecting of relevant event data, building a state
model of the transport process, identification of temporarily overloaded segments,
backtracking to influencing segments and congestion analysis in order to extract rules
for prediction of congestions.

As a result, rules for the prediction of congestion occurrence are derived. For vali-
dation, these rules are applied to new event data of the same AMHS, so that to predict
congestions were predicted early enough for operators being able to take actions. For
an exemplary use case, a set of trace data of wafer lots in an automated production
line has been used for proving the approach. All steps of this workflow have been
implemented in a software framework and tested against real fab data.

This paper is structured as follows. In Section 2 related work is considered. The
approach for data inspection is described in Section 3. Section 3 includes an exempla-
ry validation. Conclusions are drawn and an outlook is given Section 4.

2 Related Work

The authors investigated several possibilities to identify and analyze congestions in a
given transport system. Consequently, some relevant approaches are discussed and
the disadvantages of those, that initially seem to be most obvious and useful, are por-
trayed. The first thought when transport systems shall be examined is queuing sys-
tems. But the pure queuing theory could not easily be applied for the authors real
world use case, because arrival rates, service durations and sometimes even capacities
of the system’s elements change constantly. Consequently, the second thought is time
series. But the application of pure classic time series analysis was not feasible, be-
cause models could not explain the observed phenomena exact enough, nonsense



correlations were found, or the calculation costs were too high. Third, the authors
considered state model building for examining event sequences.

Finally, the authors combined findings from several specific fields. Therefore, the
consideration of related work covers work in state model building, queuing theory and
time series.

2.1  State model building

Automatic state model building requires event logs as input data and provides highly
aggregated information about state changes in a system. The prerequisite is that rec-
orded events can be understood as notifications of state changes of entities. Briefly,
the main essence of state model building is the extraction of a graph out of traces of
events.

In the case of material flow systems, events are recorded when loads enter work-
stations where they are processed, or when they enter conveyor segments where they
are transported to a succeeding workstation. In the extracted graph, nodes represent
states of loads being in a certain station or transport segment, and edges represent the
transfer of a load into another station or transport segment. For this kind of event data,
an event always indicates that a load entered a work station or transport segment. The
use of discrete state models describing a system’s (or device’s) behavior as a se-
quence of possible steps was studied successfully before [1].

On the one hand, state models are useful to monitor or identify business processes
[2]. Van der Aalst et al. [3] used state model building as a method for analyzing busi-
ness processes, where events are generated when certain work steps begin and end. In
so-called process mining, models of business processes shall be recovered or checked.
Additionally, the relevance of business steps can be evaluated and performance indi-
cators are calculated based on event logs. The main problems are to recover adequate
models and to identify relevant process steps, since the log data of business processes,
involving humans and external events, oftentimes contain non-deterministic portions.
The resulting models then have to be mostly analyzed manually, sometimes including
a few automatically calculated performance parameters if applicable.

On the other hand, state model building can be used for the examination of event
logs of machines or transport systems, for example in semiconductor industry or in
logistics applications. Compared to extracted models of business processes, the ex-
tracted models of logistic and manufacturing applications are more deterministic but
contain many more states, so that sophisticated tailored analysis approaches are nec-
essary to detect and explain unwanted phenomena, such as extremely varying delays
[4] or changing reject occurrence [5].

In order to enrich a pure state model with more information, Vasyutynskyy sug-
gested the combination of state model building with calculation of performance indi-
cators, such as overall throughput times, holding times and inter arrival times on
states. Consequently the result is called an extended state model [6].

State models can be used as the basis for detailed analysis of congestions if they
manifest as tailbacks of loads waiting for preceding loads [7]. In this work, an ap-
proach to automatically carry out transient tailback recognition and cause identifica-



tion was introduced. In order to identify origins and causes of these observed tail-
backs, historic event log data of loads passing certain waypoints were inspected. The
approach is based on analysis of holding times and capacities of transport segments.
As a result, complete lists of tailbacks and affected segments are provided. Plus, for
each tailback an initial cause event is determined. But this tailback analysis approach
does not relate the occurrence of tailbacks to the constantly altering arrival rates of
new loads entering the system. Therefore it was necessary to investigate different
approaches to enable a successful prognosis of congestions.

2.2 Queuing Theory

Queuing theory is a tool for estimating performance indicators in networks of waiting
lines and service stations. The service stations take a certain amount of time, e.g., for
processing one work piece. The work pieces, or loads, travel through the system and
wait in line in front of the service stations, thus forming queues.

The main application is the design of queuing systems, [8], [9]. At the design time
important questions are: What is the average queue length, how long are average
waiting times Wq, and how many service stations are needed? For answering the
question of the average waiting time in the queue Wq, Formula (1) can be used [10].

s
u(n—=2) 1)

Wy =W- s=

The arguments for this Formula are the complete waiting time W that was spent in a
system of queue and service station. The time W includes the average service duration
. Alternatively the time Wq can be calculated using the arrival rate A and service rate
.

The basic assumption in queuing theory is stable arrival-and service rates. In con-
trast, these rates change frequently in the investigated real world systems, e.g. de-
pending on product mix and order situation. As a result, Formula (1) for estimating
W(q, was not directly applicable. The average time loads spend in a conveyor segment
is called in the following.

2.3 Time series analysis

Classic time series analysis provides many disciplines [11]. For this work the most
important ones are the following. The first one is time series analysis in the time do-
main, where oftentimes trends and seasons are extracted by developing linear models
until the residues cannot be minimized anymore and are similar to stochastic white
noise. This approach is used in, e.g., economics, biology and agriculture [12]. Some-
times this approach is also used in physics or engineering but only as a last resort if
model building using known facts did not provide useful results [13]. For example,
time series analysis is used in the field of predictive maintenance to model trends,
seasons and noise of deterioration indicators [14]. But these approaches try to smooth
of outliers instead of explaining them.



The second discipline often is applied for modeling the remaining residues, after
trend and season are extracted, by estimating auto regressive moving average
(ARIMA) models. ARIMA models often are used to model processes in economics,
especially in financial industry trying to predict effects in the stock market [15]. This
is done by assuming the stochastic nature of the unexplainable processes [16], [17].
Therefore, the main ingredients of these models are two parts, the auto regressive
(AR) part and the moving average (MA) part. The AR part tries to model the time
series by explaining the current value mainly by the previous value. The MA part
models a white noise so, that in conjunction with the AR part the given time series
can be approximated. Unexplainable peaks in general are considered outliers and are
smoothed [18].

In contrast, the authors needed to explain the outliers, instead of smoothing them.
As a result, the above mentioned time series analysis approaches were not applicable.
One reason for this is that in reality peaks are not always stochastic and do not solely
depend on the previous value.

24  Summary

When first confronted, the authors tested the following approach. First, the inter ar-
rival times and holding times on conveyor segment in front of stations or rotary tables
were examined for aggregated periods of time. With Formula (1) of the queuing theo-
ry, the waiting times W at stations were estimated at these time periods, but they did
not match the actually observed holding times.

By a different approach, the authors aimed to produce forecast models in order to
estimate autoregressive moving average (ARMA) models for inter arrival times and
holding times. The predictions of these models were used to estimate the current wait-
ing time W applying Formula (1) to the forecasted arrival rates.

Unfortunately, the quality of these models was not good enough for reliable predic-
tions, because of one important fact. Forecast models tend to smooth peaks, because
most of the times they are considered outliers. But in contrast, in the use case of in-
vestigating transport system data, the peaks of holding times are the sought after and
to be explained congestions. Consequently, generic naive time series analysis was not
constructive.

As examined by the authors, the key to understanding the establishing and resolv-
ing of congestions is the combination of system knowledge with time series analysis.
Congestions can travel through the system like waves, superimpose and thus, cause
significantly varying waiting times on certain conveyor segments in front of service
stations. Therefore, there is a true relation between only certain arrival rates, service
rates and waiting times. As a result, the authors integrated a step in the overall ap-
proach that selects only the relevant time series before they are investigated further.



3 Analysis Approach

The suggested analysis approach consists of a workflow of five general steps, see
Figure 1. First event data of the AMHS has to be collected.

Logging of Event Data
in AMHS

L ]
Modelbuilding of
AMHS

3
Identification of
overloaded Segments

¥
Backtracking to
Sources

L2
Combined Correlation of TAI
at Sources and HT at
Congestion Segements

Fig. 1. Workflow of Analysis of Congestions

Second, a state model has to be extracted from of this event data. Third, overloaded
segments of the transport system have to be identified. Fourth, the relevant source
segments that feed loads into the system are identified by systematic backtracking.

Finally, the ultimate purpose of analyzing congestions by correlating them with ar-
rival rates at source segments can be carried out. The four first steps are prerequisites
for the last step. All five steps are described in detail in the following.

3.1  Logging of event data

The first step is the collection of event data in the factory’s AMHS. That is, at each
relevant conveyor belt or rotary table an event is logged. The event contains the es-
sential information in the three fundamental attributes, timestamp, segment number
and load number. Based on these elementary attributes, a graph of the transport sys-
tem can be built in the second step.

3.2 State model building

In this step, a state model of the transport system is extracted from the logged event
data. The authors published applications of this method before in [7], [19]. But for
completeness, the algorithm of the method isbriefly described.

The algorithm extracts all relevant entities for building an extended state-transition
model of a given log file of a given transport system. Consequently, the resulting
model will consist of the following entities.

S={sy; S} - ; Sn} 2



S is the finite not empty set of states, representing transport system elements, e.g.,
rotary tables or linear conveyor modules as well as storage elements (stockers) or
production equipment (work stations).

L={lily i In} @)
L is the finite set of loads, representing the moved entities, e.g., wafer carrier.
TCSXS 4)

T is the finite not empty set of transitions, representing interconnections between the
single elements. T is a subset of all ordered pairs of states. One element of T is a bina-
ry relation over S. For example, (si; S;) € T with s;; s, € S; represents a transition
from State s; to s,. For instance, a rotary table can be used as a crossing, unification or
split of transport streams. Therefore it is connected to several other elements and can
exhibit multiple transitions.

The event log is an ordered sequence of events E as follows.

E = {(Tl; Sl; Il), e sy (TN; SN; IN)} (5)

One event e = (t1; 1; s) € E is defined as a triple consisting of timestamp T € Z, state s
€ Sand load | € L. Z is the set of timestamps 1, so that Z = {ty;...; Tn}. The above
mentioned entities S, T and L can be systematically extracted from this ordered se-
quence of events as shown in Figure 2.
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Fig. 2. State Model Building

The model building algorithm is a loop that processes ach event separately in one
individual loop cycle. This loop consists of steps for extracting elements from events
as well as for finding or creating model entities, so that they can be included into the
model. Conditional decisions allow for breaking out of the loop if not all steps have to
be carried out, because current entities are already part of the model.

3.3 Ildentification of overloaded segments

After the state model is extracted, the third step of the overall workflow can be exe-
cuted. Overloaded segments are results of congestions. In the state-transition model



these segments are states. The suspect states are identified by finding states that some-
times exhibit unusual long holding times ®.

Longer holding times are an effect of previous loads holding up succeeding loads
and therefore affect the average holding times of loads on certain states.

For each state one corresponding average holding time w(s;) can be calculated. The
states that exhibit unusual long average holding times compared to the average hold-
ing time over all states, m(s;) > ©, are suspects to be affected by at least transient
congestion effects. This comparison has to be executed for many fractions of time.

Read states, €S

| SQeffect .= {Seffecl_ {S}}

[ i:=i+1 |

False

Fig. 3. Identification of States that temporarily exhibit congestions

As a result, a set of congestion states Sesrect € S is found.

3.4  Backtracking to influencing segments

In order to find states that influence the holding time of congestion states, a back-
tracking is carried out. This is necessary to compare the time series of only those
states that actually can have an influence and not others that are unlikely to have an
impact.

This backtracking is carried out for each congestion state. The relevant influencing
states are called feeding states. In that context, a feeding state is the closest preceding
state that either exhibits more than one outgoing transition do(s) > 2 or that is a load
source of the system, e.g. a production equipment input. Other states that represent
linear conveyor segments and are closer do not have to be considered because the
arrival rates do not differ from the feeding state.



Fig. 4. Tree of influencing neighbor feeding states. Result of backtracking algorithm.

On each identified feeding state, recursively the same backtracking to previous feed-
ing states is carried out. This recursion terminates when a number of maximum back-
tracking depth by is reached or if no more preceding states can be found in the state-
transition model.

The result of this algorithm is a tree of feeding states for each congestion state, for
example see Figure 4. The dashed line marks the maximum backtracking depth se-
lected by the user. In this case, the time series of two feeding states sfl and sf2 have
to be considered in the congestion analysis step described in the next Subsection.
Increased backtracking depths can result in longer forecast lead times for congestions
but also cause higher calculation costs since more states have to be considered.

3.5  Congestion analysis

Once the above mentioned prerequisites are available, the actual congestion analysis
can be started. The approach presented focuses on the diagnosis and prediction of
tailback events caused by the dynamic interactions of different transport system ele-
ments or areas. Other possible causes of tailbacks, like random failures of single
transport elements, are much less related to the system behavior which is observable
using the event logs described in Section 3.1 and are therefore not considered. How-
ever, the prediction of such tailbacks could be tackled using semantic information
about the transport systems hardware, e.g. mean time between failure considerations.

Here, the progression of the inter arrival times (IAT) of the identified feeding states
are considered in order to identify conditions that provoked the anomalies on the con-
gestion states. This approach allows to draw inferences from temporary different
workload situations on different load sources about the manifestation of transient
tailbacks, e.g. due to temporary load concentration or mutual obstruction.

Depending on the situation, not every feeding state identified in Section 3.4 has an
influence to the appearance of tailbacks on the congestion states. To select the rele-
vant subset of feeding states, several methods of selection can be considered. One
approach could be to weigh the IATSs of the different feeding state and ignore the ones
that transport only a seemingly irrelevant amount of lots.

However, the simplified example depicted in Figure 5 suggests that this is a mis-
leading approach.



e Influence of a low frequency feeding state on congestion propability
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Fig. 5. Influence of a low frequency feeding state on congestion probability

In Figure 5, a congestion state A (see Figure 6) is shown which receives its loads at a
rate of approximately three loads per minute from a major source B. If no other
sources participate, no congestions appear at this state A as indicated by the red line.
However, there exists another feeding state C which considerably influences the hold-
ing times on state A. Although state C only contributes to the traffic with around one
load in nine minutes (green line) to around one load in 4 minutes (blue line), it signif-
icantly increases the holding times of A and therefore even causes congestions (no-
ticeable peaks in the blue line).

In the presented case, this is caused by a dead-lock prevention mechanism imple-
mented in the transport systems controllers that block all traffic from C down to D
once a load enters the critical area shown as a red cuboid in Figure 6.

Fig. 6. Excerpt of the example system showing a congestion state A and the feeding states B
and C

Therefore, it is necessary to measure the real influence of a feeding state’s IAT on the
HT of a congestion state regardless of its arrival rate. To achieve this, a correlation
approach is used as a first step. For this purpose, the time series of holding time of the



congestion state is correlated with the time series of the inter arrival times of all iden-
tified feeding states.

Depending on their distance, it takes a certain amount of time until the inter arrival
times of the feeding states affect the holding times of the congestion state. To take
these delays into account, each 1AT time series is cross-correlated with the HT time
series, using a default maximum lag as defined below where N is the number of ob-
servations in the time series.

N
maxlag = 10 * log,, (;) (6)
As a second step, in the resulting correlation values r, for each lag I, it is then sought
for the maximum negative correlation. That is, the maximum suggested impact of a
decreasing IAT (increasing arrival rate) of the feeding states on increased HTs of the
congestion state. This correlation value r, is then checked for significance by compar-
ing it with the values of the approximated 99% confidence interval ¢ («<=0.01):

Cc = iﬁ (7)
Third, once the set of significant feeding states S"sig has been found and the corre-
sponding lags lag.;: (s°*9) yielding the maximum negative correlation for each state
noted, the critical inter-arrival rates must be identified. These are the ones that cause
overload situations on the congestion state, if they appear in combination. For this
purpose, a set V for each feeding state s°9 € S$59 is constructed as follows.

V = {Vnev-n) vn(IAT (s59)p; HT (s77°) )} ©)

With 1 = lag(s%*8). In summary, this set V contains a mapping from the inter-
arrival times of one feeding state to the corresponding holding times of the congestion
state, shifted by | to compensate for the time delay between cause and effect as men-
tioned above. Afterwards, V is sorted by its IAT values in descending order, i.e., from
the least to the most frequent lot appearance. Next, the HT components of V are
scanned along the falling IAT values. Once the holding time on the congestion state
first reaches or exceeds the critical value HT;, = HT(seffect) > g(seffect) as de-
scribed in Section 3.3, a previous IAT(s%'8) .y is used to define a rule indicating the
danger of congestion. This rule sets a Boolean value d(s®fet) depending on whether
this value IAT(s%8) .jr_ iS undershot.

The parameter k can be used to manipulate the lead time and sensitivity of the conges-
tion prognosis by choosing more conservative, i.e. larger, values of IAT(s%'8), so that
the warning signal d(s®fet) is set earlier.

This procedure is repeated for every s59 € S5 and the resulting rules are com-
bined to one single rule, suggesting a high congestion probability once all of the con-
ditions are met.

The construction of these rules will now be demonstrated by the example shown in
Figure 6. In this example, the state A’s relevant HT,,;; was found at 60 seconds.



In Figure 7 the ordered set V is shown for the congestion state A and the feeding
state B.

Fig. 7. Critical 1AT for feeding state B

For this state, the congestion effects began to manifest once the IAT of state B was
less than or equal to 27 seconds. Using a parameter value of 3 for the lead time pa-
rameter k, i.e., the next larger IAT (s%9) value is used which is 28 seconds. In this
example the congestion indication rule can be defined as follows.

d(seffecty = JAT(B) < 28 9)

A second rule is derived from the holding- and inter-arrival times of the states A and
C as shown in Figure 8.

0

<— Possible range of k

Fig. 8. Critical IAT for feeding state C

Here, congestions on state A appeared once the inter-arrival times of state C was low-
er than or equal to 86 seconds. Using again a k of 1, the corresponding congestion
indication rule therefore is as follows.



d(séffecty = JAT(C) < 88 (10)

As a last step, the resulting rules must be combined to reflect the mentioned interrela-
tion of the IATs between the corresponding states. A combined rule would be noted
as follows.

0d(séffecty = (IAT(B) < 28) A (IAT(C) < 88) (11)

4 Conclusion and Outlook

The presented approach has been implemented into a comprehensive analysis frame-
work. User input is only required to define the input parameters k and the maximum
backtracking depth b to influence the prognosis lead time. Subsequently, the warn-
ing rules are derived fully automatically and can afterwards be evaluated against the
current transport system behavior at runtime.

The derived warning rules for congestion prognosis will serve as a basis for dy-
namic routing approaches within the transport system controllers. If their conditions
are met, the controllers will be alarmed about possible future congestion situations.
As a possible countermeasure, they can reroute part of the incoming traffic flow
across different system parts, thus gaining a consistent lot flow while sacrificing only
a small amount of transport speed for a few lots.

In the use cases investigated, the derived rules predicted the observed congestions
accurately enough to allow for effective prevention measures in most cases. However,
the approach also exhibited a few limitations that have to be considered regarding the
choice of the parameter values k and byax.

If the maximum backtracking depth is set too large, then too many feeding states
have to be considered, eventually causing interferences between the growing variety
of load situations. That means, several groups of feeding states may cause overload
situations on a single congestion states independently. Using just the cross-correlation
approach, this can neither be reliably distinguished nor can it be expressed using just
AND conjunctions of the warning rules.

In addition, the lead time parameter k must be chosen carefully, since small values
may reduce the prognosis horizon too much. On the other hand, values too large may
provoke a lot of false-positive congestion warnings.

Therefore, future work will focus on defining metrics to aid the system experts
choosing the right parameter values. In addition, the authors will investigate a wider
set of influencing variables to determine their suitability for making the predictions
more accurate.
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