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Abstract—Modern vehicles are equipped with several in-
terconnected sensors on board for monitoring and diagnosis
purposes; their availability is a main driver for the development
of novel applications in the smart vehicle domain. In this
paper, we propose a Docker container-based platform as solution
for implementing customized smart car applications. Through
a proof-of-concept prototype—developed on a Raspberry Pi3
board—we show that a container-based virtualization approach is
not only viable but also effective and flexible in the management
of several parallel processes running on On Board Unit. More
specifically, the platform can take priority-based decisions by
handling multiple inputs, e.g., data from the CANbus based on
the OBD II codes, video from the on-board webcam, and so on.
Results are promising for the development of future in-vehicle
virtualized platforms.

Keywords—Internet of Things, Smart Vehicles, Internet of
Vehicles, Virtualization Technologies, Container.

I. INTRODUCTION

Nowadays, modern vehicles are equipped with very sophis-
ticated electronic systems and associated in-vehicle communi-
cation infrastructures, aimed to provide different functionalities
which vary from engine control, predictive diagnostics, driv-
ing assistance, and infotainment. Implementing new functions
requires more and more computing and communication re-
sources to be installed on board. As an example, the increasing
demand of safety boosted the trend to equip vehicles with
single and multiple cameras that transfer recorded videos
on the vehicle bus, to be processed by the On Board Unit
(OBU) [1]. Furthermore, the recent development of Social
Vehicular Networks [2] is another driver for the increase in the
amount of generated data. By envisaging innovative real-time
applications in next generation vehicles, we realize the great
impact that an efficient and effective use of the bandwidth can
play for the always-increasing bandwidth demanding applica-
tions.

The expectation for the near future is the above described
trend to grow, fueled by the recent sales boom in the automo-
tive market that has also revamped research funding on this
topic [3]. In spite of such favorable perspectives, there are still
many open issues and challenges to be addressed. Nowadays,
OBUs are embedded systems with limited resources and hardly
modifiable. Software updating of an OBU requires a long
and cumbersome procedure to be carried out in a properly
equipped workshop. This hardness combined with the typical
software lifetime, which is much shorter than the lifetime of

mechanical components, may result in a rapid obsolescence
of modern vehicles. It is therefore crucial to devise a suitable
mechanism to make OBU programming (and re-programming)
easier. Also, the limited resources of current OBUs may be
the cause of long latency in carrying out time-critical tasks.
A clever way to manage resources and allocate them to more
critical tasks is necessary. In this context—which is continually
evolving—an efficient OBU design has to meet a number of
requirements that makes the OBU updating process easier,
enable the deployment of new software, and efficiently manage
parallel processes with real-time constraints.

In this work, we investigate the potentialities of lightweight
virtualization as enabling technology for the fulfillment of
the aforementioned requirements. Docker1 is an open-source
container-based virtualization technique, easy to use and de-
ploy, which represents a mandatory feature for applications
development in modern smart vehicles. This feature also
brings high flexibility, allowing flexible “activation” and “de-
activation” of processes with a minimal impact in terms of
overhead.

To achieve our objectives we follow a pragmatic approach
and address two main points. First, we design a feasible
architecture for a virtualized OBU and we illustrate how com-
mon vehicular applications can be implemented on it, while
outlining the guidelines to extend our approach to a generic
implementation. Second, we evaluate the achievable perfor-
mance to assess if virtualization has caused some detrimental
effect and to which extent this natural decay in performance
remains within tolerable margins.

The main contributions of this paper can be summarized
as follows:

• we propose the use of Docker containers in order
to customize a smart car platform [4] and make it
compliant with different end user requirements;

• we show how efficiently using containers to instantiate
and schedule dedicated applications according to the
vehicle status and/or on-demand services;

• by means of an empirical evaluation, we demonstrate
that the proposed lightweight virtualization technique
developed on top of devices with limited computa-
tional capability—such as a Raspberry Pi3—has an

1http://www.docker.com/



almost negligible adverse impact in terms of perfor-
mance, also under heavy and heterogeneous workload
conditions, and it allows the end user to dynamically
add/eliminate running processes according to his/her
needs.

To the best of our knowledge, this is the very first contri-
bution that shows the real implementation of a container-based
virtualization technique in the context of smart cars.

The rest of the paper is organized as follows. In Section II,
we overview the main contributions related to our work and
highlight the rationale behind our proposal. In Section III, we
describe the architecture of the proposed container-based plat-
form. Section IV describes the performance of our platform.
Finally, Section V concludes the paper by also identifying
potential extensions of our architecture to other interesting
scenarios.

II. RELATED WORK AND MOTIVATIONS

Docker open-source “containerization” is gaining consen-
sus in several research and industrial domains as a lightweight
virtualization technique alternative to more traditional Virtual
Machine (VM) based approaches. In [5], the Docker perfor-
mance is shown and interesting recommendations are given
on the use of different disk-intensive workloads on container-
based clouds. In [6], the authors draw similar conclusions
claiming that both VMs and containers are mature technolo-
gies and introduce negligible overhead for memory and CPU
performances, with Docker generally achieving equal or better
performance than Kernel VMs [7]. Analogous conclusions
can be found in [8] and [9], where traditional hypervisors
and container-based solutions are compared. Since VMs share
the hardware resources while containers share the operating
system, this makes solutions like Docker easier to use and
faster to deploy. These features make Docker a suitable
“containerization” solution for the creation of an embedded
versatile device able to manage smart car applications.

Container-based virtualization has been recently considered
in the vehicular domain. In [10], a container-based approach
is considered for self-driving vehicle applications with hard
safety and timing requirements. Of course, given the real-
time constraints of this application domain, any additional
overhead could affect the system performance and introduce
more latency, that could result in software malfunctioning. A
different perspective has been considered in [11], where the
authors present a network simulation method in the vehicular
context. Their platform, exploiting both simulated and real
network data traffics with the use of lightweight containers,
has been tested by considering two Ethernet topology—Double
Start and Daisy Chain—in order to conclude that also in the
case of high workloads (i.e., 6 in-vehicle cameras broadcasting
simultaneously, along with control infotainment and other
types of traffic) the delay requirements for safety-critical video
information may be violated.

Our approach differs from the previous ones under several
aspects. We design and implement an embedded all-in-one
Cyber-Physical-Device for smart car applications and con-
tribute with a real prototype based on a Raspberry Pi 3 that
is connected with the On Board Diagnostic (OBD) system of
a car. We show how we can make it coexisting with other

processes that span from infotainment applications to video
data delivery (e.g., from a webcam mounted on top of our
device), etc. To the best of our knowledge, this is the first
real implementation of a Docker container-based prototype
for vehicular applications. The interest behind this type of
implementation is demonstrated by projects like Carberry2,
where a Raspberry Pi includes CAN bus, Gmlan, IR Led input,
etc. The main and important difference of our approach with
regard to these projects consists in the exploitation of Docker-
based virtualization that, as we will show, gives very high
flexibility to the final system that can be easily expanded with
novel processes and enriched with new features.

III. SYSTEM DESIGN AND IMPLEMENTATION

In this section, we first introduce the technologies used
in the implementation of our prototype. Then, the entire plat-
form architecture will be described in detail. Finally, through
the analysis of different examples, we show how the main
benefits introduced by container technologies can boost the
development of a versatile and flexible platform.

A. Enabling Technologies

Raspberry Pi (RPi) is a single-board computer that lever-
ages the low-power low-cost ARM processor architecture [12]
and became popular thanks to its flexible use in several
contexts. Raspberry Pi has been already used in in the vehicular
context in projects like CarBerry and in OBD-Pi3. For the
development of our platform, we selected the last generation
of the Raspberry Pi, which is the Raspberry Pi 3 (RPi3)
model B3. The main hardware characteristics of the board are
summarized in Table I.

TABLE I. RASPBERRY PI 3 HARDWARE FEATURES.

Parameter Description
Chipset Broadcom BCM2837

CPU Quad Core @900MHz ARMv7
Cortex-A7

Memory 1GB LP-DDR2 900 MHz
GPU Broadcom VideoCore IV
Ethernet 10/100 Mb/s
Flash Storage MicroSD
Connectivity USB 4 USB 2.0 Host
OS Linux, Windows 10
Price $35

Data coming directly from the vehicle can be read through
the OBD-II standard [13] interface that provides two types
of data: real-time vehicle data and several Diagnostic Trouble
Codes (DTCs). The entire subset of such data can be efficiently
used in order to monitor the current operating status of a
vehicle, and to identify malfunctioning in the vehicle itself.

B. Functional Modules

The architecture of our prototype is depicted in Fig. 1. The
platform has been designed to meet specific requirements: (i)
fast allocation and flexibility in managing different services;
(ii) isolation; (iii) backup capabilities. In the following, each
key component is described in detail.

2http://www.carberry.it
3http://www.instructables.com/id/OBD-Pi



Fig. 1. Platform architecture.

The Hardware is a Raspberry Pi 3 board used to develop
our platform. A key aspect that led us to the choice of the
Raspberry Pi platform is its capability to efficiently run virtual-
ized applications through the use of container technologies, in
particular Docker. Furthermore, the ease with which different
applications can be managed through containers well match
our platform requirements. Finally, as demonstrated in [14],
the introduction of the virtualization layer in devices with
low computational resources does not adversely impact the
performance.

As base Operating System we use the image provided by
Hypriot running Raspbian Jessie with Linux kernel 4.4.10, with
Docker version 1.12.0. As storage device, a 16 GB (Transcend
Premium 400x Class 10 UHS-I microSDHC) memory card has
been used.

At the application level, our architecture entails three main
components: (i) a set of singularly virtualize applications
tagged with different priority levels; (ii) an OBD Container that
is in charge of receiving and handling the data from the vehicle;
and (iii) the Orchestrator that has the task of monitoring the
resources used by the entire system and by each virtualized
application. Orchestrator and OBD are in the same functional
block since they frequently interact. The central role played
by the Orchestrator component will become clearer in the
following sections.

We defined four application/service types (Fig. 2):

• Critical priority applications are characterized by the
highest level of priority (e.g., applications dedicated to
firmware update/restore, or demanding control data).

• High priority applications, which include e.g., driver
assistance, camera data.

• Moderate priority applications consist of applications
provided by auto insurance companies, which offer
reduced premiums if OBD-II vehicle data loggers4 are
installed.

4https://www.progressive.com/auto/snapshot/

• Low priority applications include Entertain-
ment/Multimedia contents streamed by an internal
and/or external device.

In defining the priorities, we refer to the application re-
quirements in [1]. Since the Raspberry Pi is a low-resource de-
vice with limited computation capabilities, specific allocation
policies have to be defined and executed by the Orchestrator in
order to give priority to the execution of a virtualized applica-
tion over another. For each level of priority, an application that
provides backup functionality is planned. This implementative
choice is done by considering that possible malfunctions
recorded by the OBD-II can have different priorities.

Fig. 2. Functional modules.

One of the key roles played by the orchestrator is to
determine how many resources are employed by the running
applications, and verify that the whole system is compliant
with the priority of all the active instances. Furthermore, by
acting as application manager, the orchestrator is responsible
for the allocation of new instances.

In order to answer the needs of all hosted instances, the
scheduling of new applications on the OBU has to consider
three different aspects:

• priority of the instances already running;

• priority of the incoming instances;

• hardware resources already employed;

For estimating the used resources on the physical node,
we refer to the Volume metric introduced by Wood et al.
in [15]. This metric considers that a physical node can be
loaded along one or more of three dimensions—CPU, network,
and memory. The volume expresses how much the system
is (over)loaded along multiple dimensions in combined way,
and can be used to fairly estimate all resources used by each
component. Equation 1 defines this metric; cpu stands for the
normalised CPU usage, mem for memory, and net for network.



The higher the utilization of a resource, the greater the volume.
As a consequence, if multiple resources are heavily utilized,
the above product results in a correspondingly higher volume.

V ol =
1

1− cpu
× 1

1−mem
× 1

1− net
(1)

Moreover, the Docker remote API allows us to quantify the
instant use of the three dimensions for each running container.
Therefore, we are able to quantify the Volume generated by
each individual container (Eq. 2).

V olcontn =
1

1− cpucontn

× 1

1−memcontn

×

× 1

1− netcontn

(2)

The overall Volume can be furthermore characterized by
Equation. 3. Resources employed by each virtualized applica-
tion are quantified, with the addition of the volume due to the
basic processes.

V ol =

n∑
i=1

V olconti + V olbase (3)

Once outlined how to estimate the resources employed by
the whole system and by each virtual component, hereafter is
described how a new application is allocated in the system.

The orchestrator keeps memory of all the running appli-
cations and their associated priority. As soon as the request
for a new instance allocation arrives, the orchestrator has
to consider the priority associated to the incoming request,
together with available resources on the physical node. If the
available volume is greater than a certain threshold—which can
be set according to the number of applications that are expected
to be handled in total by the device—the new application is
instantiated on top of the device. Otherwise, the discriminating
factor for the instantiation of the new application is given by
its own priority. Indeed, if the priority of the incoming request
is set to critical, the orchestrator acts so as to guarantee the
necessary resources for the execution of the application. If
there are no available resources and the priority is not critical,
the application request is entirely rejected. In the next sub-
section, the dynamic service allocation is further explained.

C. Application Scenarios

The Orchestrator dynamically allocates applica-
tions/services in the platform. This feature brings several
benefits in terms of resource usage. Indeed, the container
instances can be instantiated only when required or when
specific events like a car operating anomaly occur.

For example, we analyze the case of an anomalous gas
emission detected by the OBD (corresponding to the OBD
code P0442). According to our requirements, the system must
store in memory what happens at the time when the anomaly
has been detected. The dynamic allocation of a container
dedicated to this purpose will provide a detailed snapshot

Fig. 3. Data Base Container activation.

of the evolution of this anomaly. In practice, as soon as the
orchestrator—which constantly receives data from the OBD—
detects the anomaly, it executes the activation of another vir-
tualized application dedicated to the execution of a particular
task. Referring to this example, a database is initialized in
order to record all the parameters associated to the evaporative
(EVAP) emission system (Fig. 3).

In the second example (Fig. 4), we consider the case in
which the OBD detects a sudden vehicle speed decrease. This
particular situation may correspond to an imminent danger.
Also in this scenario, the Orchestrator can activate a container,
which in turn starts the video recording of the surroundings
through the camera connected to the Raspberry.

The aforementioned examples show how the flexibility
related to the use of containers in this context enlarges the
potentialities of our platform in terms of backup functionality
and capacity of running-dedicated applications at given times.
Flexibility can also be used to optimize the performance of the
platform itself. Considering that the number of applications
that can simultaneously run on top of the RPi3 is limited,
the definition of different priorities, together with the dynamic
management of containers, is also useful to schedule which
application takes priority when the hardware resources are kept
busy.

To better explain how containers can help on pursuing this
goal, we suppose that two applications characterized by differ-
ent priority levels, e.g., Moderate and Low, are simultaneously
running. Similarly to the previous examples, the Orchestrator
recognizes a possible critical status for the vehicle by means of
data received by the OBD. The platform has to guarantee the
execution of a specific application that can somehow help on
solving and/or tracing the vehicle behavior during the critical
status. At the same time, it has to be fast on reacting to this
potential dangerous. Considering that the execution of this task
has the highest priority, all the concurrent instances that are
running on that given time have to be paused to make available
all the resources to the application marked by critical priority.
This can be easily achieved thanks to the Docker API, which
allows every running container to pause (and un-pause). When
the containers are in pause mode, no hardware resources are
employed.



Fig. 4. Dash Cam container activation.

Fig. 5. Anomaly detected case.

IV. PERFORMANCE EVALUATION

The validation of our proposal covers two different aspects.
First, we evaluate how a Raspberry Pi reacts, in terms of
performances, to specific workloads generated by applications
running within Docker containers. This operation lets us to
quantify potential overhead introduced by the virtualization
layer. Then, we present a first performance evaluation of our
platform while performing specific tasks.

A. General Performance

The impact of virtualization of Docker on ARM devices
has been already discussed in [14]. However, in this work the
performance evaluation is carried out by means of benchmark
tools that stress specific hardware segments of the device. Al-
though this is a reasonable approach—which enable to assess
an upper-bound to the performance of each system hardware
portion—it can not be neglected that real-world applications
challenge the hardware in a more distributed way. For this
reason, we decide to evaluate the impact of virtualization on
Raspberry 3 by means of the stress5 benchmark tool, which is
a workload generator that allows to allocate a configurable
amount of CPU, memory, I/O, and disk stress on the sys-
tem. This analysis also aims to evaluate the behavior of the
Raspberry when it is subjected to an increasing workload. For
this purpose, we have defined four different workload levels:

5http://manpages.ubuntu.com/manpages/wily/man1/stress.1.html

TABLE II. WORKLOAD CHARACTERIZATION FOR GENERAL
PERFORMANCE ANALYSIS.

Workload Description

Base A load average of one is imposed on the system
by specifying one CPU-bound processes.

Low
A load average of two is imposed on the system
by specifying one CPU-bound processes,
and one memory allocator process.

Average

A load average of three is imposed on the system
by specifying one CPU-bound processes,
one memory allocator process,
and one disk-bound process (50MB).

High

A load average of four is imposed on the system
by specifying one CPU-bound processes,
one memory allocator process,
and one disk-bound process (100MB).

(i) Base load; (ii) Low Load; (iii) Average Load; (iv) High
Load. Table II shows more details about the four generated
workloads.

The performance metric that we are interested in moni-
toring is the system load, which indicates the overall amount
of computational work that a system performs. The average
load represents the average system load over a period of
time. In our evaluation, such time interval is set to 400
seconds. We decided to use the system load average metric,
as it includes all the processes or threads waiting on I/O,
networking, database, etc. [16]. This process can help us to
well characterize the platform performance, by taking into
account the heterogeneous features of the applications that
run on top of it. The aforementioned metric can be monitored
by means of Unix tools like dstat6. This tool calculates the
average load and provides three values for it referring to the
past one, five, and fifteen minutes of system operation. In our
experiments, we only consider the 1-minute average system
load. Each test is started when the RPi3 shows a load number
of 0.

To better understand what this metric expresses, we can
consider the example of a single-CPU system that shows a 1-
minute load average of 1.46. This means that during the last
minute, the system was overloaded by 46% on average—1.46
runnable processes, so that 0.46 processes had to wait for a
turn for a single CPU system on average. In other words, this
also means that a system load average equal to one represents
an upper-bound for this metric in a system with one CPU, after
which the Operating System could behave unstably. Similarly,
a system average load equal to four represents the upper-bound
in a system with four CPUs.

In our evaluation, the native performance—i.e., running the
stress tool without including any virtualization layer running
on top of the underlying hardware—is used as a reference for
comparison. This will be useful to quantify a possible overhead
introduced by container technologies on the Raspberry Pi.

Fig. 6 shows the result of the General Performance test.
Several insights about the performance impact introduced by
Docker can be drawn. First, it can be noticed how for three
of the four workloads (base, low, and average), native and
Docker performance curves basically overlap. This represents

6http://dag.wiee.rs/home-made/dstat/
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Fig. 6. General performance.

an important outcome since it confirms the lightweight char-
acteristics of container technologies, even when the RPi3 has
to handle mixed workload.

The only case in which a tangible overhead between native
and Docker performance can be observed is when a High
workload is assigned to the Raspberry. By analyzing the High
workload curve, we can notice that Docker reaches earlier
the system load upper-bound. The performance difference, be-
tween native and Docker performance, can be quantified in the
order of the 15%. We can also observe the unstable behavior
of the system -both for the native and virtualized cases- when
the upper-bound is exceeded. As previously explained, this
behavior is attributable to the system overloading. However,
it is worthy clarify that the High workload has been defined
in such a way to heavily challenge the system. Indeed, when
memory and disk-bound processes are imposed to the system,
the CPU has extra tasks to be executed.

Furthermore, in the next subsection it can be observed how
in correspondence of complex workloads, the system load does
not reach the value for which there is a not negligible perfor-
mance overhead between native and virtualized applications.

B. Platform Performance

After showing the efficiency of the RPi3 in handling mixed
workload running within Docker containers, we want to test the
performance of our platform when it has to manage dedicated
virtualized applications. To this end, we have defined a set of
workloads that are closely related to the application scenarios
described in Section III-C. A detailed explanation of five
workloads is provided in Table III. It can be observed how
those scenarios are characterized to deliver increasing load to
the system. To accomplish this evaluation, we assume that the
functional block OBD+Orchestrator is receiving data from the
OBD-II interface—which is directly connected through serial
port at the Raspberry Pi—every 10 ms.

Fig. 7 shows the results for the platform performance
evaluation. The main outcome in the platform evaluation lies
in the fact that, even when several virtualized instances are
simultaneously running, the average system load is lower than
the upper bound. The result is the same also for the case of a
workload in which there are five containers running different

TABLE III. WORKLOAD CHARACTERIZATION FOR PLATFORM
PERFORMANCE ANALYSIS.

Workload Description

Workload 1

This workload refers to the simple
scenario in which the OBD/Orchestrator
container receives data from the OBD-II
interface through the CAN bus, and forward the
received data to a database in which the
OBD logs are stored.

Workload 2

The second workload refers to the case
in which the orchestrator has to activate
and manage a single virtualized application.
The application handles a video content from
a camera directly connected to the Raspberry Pi.
The video content is encoded in MPEG-4 format,
and made available through to HTTP connection.

Workload 3 The third workload is a combination
of Workload 1 and Workload 2.

Workload 4 In the fourth case, we add the streaming
of a multimedia content to the Workload 3.

Workload 5

The Workload 5 combines the previous case with
the activation of another container that interacts
with the connected web-cam for recording and
storing (on the MicroSD card) the transmitted
video content.
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Fig. 7. Platform performance characterization for different workloads.

services/applications, by enforcing the deployment feasibility
of an efficient platform also in terms of scalability.

The only tangible difference between the behaviour in-
troduced with the different workloads is that, when disk
operation—such as database writing—are included, the system
load average grows introducing a sort of oscillating character-
istic. On the contrary, if disk operations are excluded—like
in the Workload 2 case—the aforementioned behavior is not
observable. Fig. 8 shows the Average and the Maximum values
for the System Load. We can observe that the System Load
increases with the complexity of the workloads. Taking into
account the average value, we are interested on quantify how
the increasing workload complexity affects the system load.
As an example, there is an increase of approximately 13%
between Workload 3 and Workload 4. The percentage increase
between Workload 4 and Workload 5 is instead 25%.

As explained above, the system load is a metric that takes
into account also the average of the system in a given period of
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time. However, in Section III-B, we have described the way in
which the orchestrator estimates the available resources. We
have seen that the volume expresses how much the system
is load, by considering the combination of the resources
employed by CPU, memory, and networking.

Therefore, in order to have hints about the impact of each
single dimension in all the different workloads, we have also
estimated CPU and RAM usage. Fig. 9 and Fig. 10 show
respectively CPU and Memory RAM usage for the different
workloads. Similarly to what observed for the system load, an
increase linked with the higher workload complexity can be
observed. It is interesting to note also that for very complex
workloads, e.g. 4 and 5, memory resources are far from
saturation. However, this analysis shows how important is
to monitor the contribute of each component of the volume,
since that, from the knowledge of these, the orchestrator has
a precise overview about how the resources are employed.
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Fig. 11 shows the overall volume characterization, and
how each single component affects in it. For our experiments,
networking has not been considered—and its contribute in the
volume definition set to 1—as there are no relevant network
interactions, such as to generate a non-negligible contribution.
It must be kept in mind that volume is defined as the product
of its CPU, network and memory load.

Fig. 12 shows the comparison between volume and system
load. It can be observed how the two metrics follow the same
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Fig. 11. Volume characterization.

trend, although they grow in different way. Knowledge of both
metrics for different workloads can give a more complete de-
scription on the platform performance. Indeed, the system load
although expresses the performance system without identify
the various dimensions, it provides a description about the past
state of the system.
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V. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we have proposed the design of a platform
representing a viable and efficient solution for smart car ap-



plications. In particular, the prototype that we have developed
is based on Raspberry Pi3 and implements a container-based
virtualization solution to manage different parallel processes,
including the treatment of information generated by the CAN-
bus. The different processes can be opportunistically sched-
uled based on specific requirements (e.g., the management
of alert processes). Through a proof-of-concept testbed we
have demonstrated both the feasibility of a smart car design
based on Docker virtualization containers and its effectiveness
in terms of responsiveness and reactivity of the system. The
derived system is customized and compliant with the final user
requirements.

Fig. 13. Future work.

Nowadays vehicles include a growing number of dis-
tributed control units, which provide different services within
the car. Such services have different requirements and generate
extremely different traffic types. Such a distributed approach
has already led to the deployment of in-vehicle networks
that include several entities dedicated to the management of
heterogeneous applications. Our idea for future work is that the
flexibility introduced by containers can help in improving also
the resource allocation management of in-vehicle networks.
For example, the use of container orchestrator engine such as
Docker Swarm7 can be the enabling tool for allocating each
container to the most suitable OBU (Fig. 13).
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