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Abstract. Virtual machines (VMs) in a cloud use standardized ‘goldeastar’
images, standard software catalog and management toassfatflitates quick
provisioning of VMs and helps reduce the cost of managingliwed by reducing
the need for specialized software skills. However, knogtedf this similarity is
lost post-provisioning, as VMs could experience differeminges and may drift
away from one another. In this work, we propose the I2Mapesystvhich main-
tains a mapping between each instance and the golden nrastge from which it
was created, consisting of a record of all changes to tharnstsince provision-
ing. We motivate that this mapping can aid several cloud gament activities
such as disaster recovery, system administration, an@lasiobooting. We build
a host-based disaster recovery solution basel2blap, which is ideally suited
for low cost cloud VMs that do not have access to dedicateckabmsed storage
recovery solutions. Our solution deduplicates changessacvYMs and needs to
replicate only the unique changes, significantly reducamdication traffic on end
hosts. We demonstrate thH&Map is able to deliver on tight recovery time and
recovery point objectives of the order of minutes with lovedead. Compared
to state-of-the-art host-based recovery solutid®slap is able to save 50-87%
network bandwidth on the primary data center.

1 Introduction

Enterprises are moving their IT infrastructure to cloud ider to gain greater flexi-
bility in acquiring and relinquishing resources on demdndus on core capabilities,
reduce costs and avoid capital lock-in. Despite the obvamsantages of the cloud
delivery model, CIOs remain skeptical about its potentighwoncerns primarily re-
garding availability. A survey [7] attributes increasingstomer reluctance to move to
the cloud to the problem of poor performance. For instang&ges in Amazon’s EC2
and AWS [2] have costed companies millions of dollars. Whilest cloud providers
offer high availability services [3,11, 22, 8], these cormha @remium that is unafford-
able for many enterprises. Block-based storage replicatautions such as [15, 13]
require expensive specialized storage controllers, geoasea networks, or other hard-
ware. Network-based replication is performed by a sepamtgonent from SAN/NAS
or the hosts and can work between multi-vendor products.édewthese solutions re-
quire intelligent switches which are expensive. Highlyikalde cloud services at an
affordable cost remains a distant dream. There is a needfotians that can work
with commodity hardware, is cheap, and yet provides gooovexy performance.
Host-based solutions [4,16] are cheaper and less complexdtorage-based or
network-based solutions as they can be implemented coahplatsoftware. They do
not require any specialized hardware. They are usuallybfieed and asynchronous,



and work by trapping and forwarding write changes to theicafibn target. Their
overheads and performance are also typically worse thamtlitiee two approaches.

The core idea of this work is to leverage the similarity otwél machines (VMs)
in a data center to provide a low-cost host-based disasteveey solution. A few stan-
dardized ‘golden master’ images are used to provision VMsdfioud, to ensure quick
provisioning and to reduce management costs. Hence, VMshvele provisioned from
the same golden master tend to be similar to one another. Woweowledge of this
similarity is lost post-provisioning as instances couldused for different purposes
and may drift away from one another. We buiMap, which maintains a record of all
changes to an instance, as a mapping between the instantreeagadden master image
from which it was provisioned. A light-weight agent runniag each VM records all
changes and transmits them to a set of aggregators. Thegaggre deduplicate these
changes across VMs, store only the unique changes, andaiminé mapping for each
VM. A snapshot-mirroring technique can then be applied tokbp the aggregators
on to a remote site. This recovery process allows us to todfdecovery performance
for cost. We evaluati2Map on representative activities such as installing new saofiywa
patching the operating system, and running hadoop-bagdidaions. We demonstrate
that individual VMs can receive good recovery performanica few minutes without
having to invest in dedicated and specialized hardware. &vgwct a 24-hour high-
load case study experiment where we recover a failed VM withiecovery time of 20
minutes and having a recovery point of less than 4 minutessivgey that 2Map uses
50-87% lesser network bandwidth on the primary data cent@pared to the state-of-
the-art host-based recovery solutions.

The image-instance mapping can potentially be used for aghyglications such as
system administration or troubleshooting failures. Wecuks these as part of future
work in Section 7. For the rest of this paper, we focus on teegter recovery solution.

The rest of this paper is organized as follows. We provideestiackground and
motivate our problem and solution in Section 2. We presantigsign of2Map in Sec-
tion 3. Section 4 describes our implementation2¥ap and certain optimizations we
performed. We evaluat@Map and report the results in Section 5. Section 6 discusses
related work, and Section 7 highlights the limitations attteo potential applications
of 12Map. We finally conclude this paper in Section 8.

2 Background and Motivation

The motivation for our work stems from two important trend€lioud computing.

The first trend is increased standardization and automafidh services delivery
in clouds. Virtual servers are created automatically frdrtual image templates and
managed via standard tools and processes [21]. Applicatios deployed from stan-
dard software catalog, which contain standardized versfigopular middleware and
application software. Cloud computing providers use staidation to drive automa-
tion of IT delivery as well as to keep the costs down. It hasbswlely reported that
standardization allows system management costs to bdisagrily reduced [1]. Stan-
dardization of virtual image templates, software catalod management tools lead to
high similarity in cloud managed servers. Servers in a dataes are already known to
exhibit high similarity [5, 14] and standardization incsea content similarity in virtual
machines even further.



The second trend that drives our work is the increasing us@mwimodity servers
and storage in infrastructure clouds. This helps cloudegmea low-cost IT model by
achieving significant cost-savings. While there are séu#oak-based disaster recov-
ery solutions [3,13, 11, 8, 15] that provide replicationessrdifferent availability zones,
they all require high-end servers and storage technoltigEeSAN. By contrast, clouds
often use commodity servers with attached storage. Contynloglidware does not con-
tain enterprise features like high-availability, bloek#| replication, fault tolerance and
these features need to be implemented at cluster managtayentDisaster recovery
is a popular system management functionality, which is ictgdiby use of commod-
ity hardware. Disaster recovery is often characterizechbyRecovery Time Objective
(RTO) or the time taken to recover a protected server, theWReyg Point Objective
(RPO) or the maximum period of data loss, and the impact dica@pn on application
performance. In a low-cost cloud, disaster recovery depenchost-based replication,
which leads to high network traffic and impacts applicatienfprmance.

In this work, we conjecture that standardization-indudedlarity in cloud man-
aged servers can significantly improve system managemientalservers instantiated
from common image templates and with software deployed faocommon catalog,
share common content. However, current system manageecdnitlogies work within
virtual server boundaries and are unable to leverage timgasity. If we can create a
succinct representation of instances as they evolve froomarmn image template and
software catalog, this representation captures the sitgilsetween instances in an in-
stantly usable format. We call this representation an iriagence mapping called
I2Map and capture it as a tree, where the master image is the roesmhdeaf node is
a virtual server instance.

We use thé2Map tree to implement improved disaster recovery in low costdt
Replicating thel2Map tree to a secondary site is enough to recreate all the virtual
servers on the secondary site. Hence, disaster recoveividly supported using the
I2Map tree. Thd 2Map tree keeps only one copy of an update even if the update is made
across a large number of cloud instances. Hence, the trematitally eliminates re-
dundancy and reduces network traffic, while replicatingttke on a secondary site.
We also design techniques to ensure that the tree can bedneahout propagating
updates from end hosts, leading to low traffic overhead evthinithe primary site.

3 Design

In this work, we design and builtPMap, a host-based disaster recovery solution that
leverages redundancy in operations across VMs in a datarcémé first outline the
challenges we faced, describe t@®ap architecture, and then highlight the key design
ideas that helped overcome the challenges.

3.1 Design Challenges

Identify duplicates across VMs without transferring data: Every write operation in-
curs an overhead with storage-based deduplication. Nkthased techniques dedupli-
cate only across data centers after bytes have been tréedmier the internal network.
Host-based replication techniques deduplicate chandgoarthe backup server. Can
we exclude duplicates across VMs without transferring ttaal data?



Control overhead: Although, host-based techniques have a low cost and coiityptegx
implementation, they have the disadvantage of having antaganing on each of the
VMs. The agent uses network, CPU and memory resources tpsalmpplication im-
pact. It is critical to control the overhead incurred by thignt and ensure that running
applications are not affected.

Handle large files with small changesi arge files (e.g., log files) could undergo few
minor changes or additions. How do we avoid transmittingethiire file each time they
are modified?

Handle high load: When the load is high, the agent should not consume more re-
sources. The overhead needs to be bounded.

Handle rapid updates to the same fileRapid updates are typically correlated with
high load. How can we handle rapid updates within the bounesaurces?

Scaling deduplication Deduplication often requires centralization. How do walsc
deduplication in a cloud with thousands of servers?

3.2 12Map Architecture
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Fig. 1. Architecture ofi2Map.

In this section, we present the architecture and main comtsrof ourl2Map
disaster recovery solution. A light-weight agent runs onhe®¥M that continuously
monitors and reports meta-information regarding any ckaran the VM. Dedicated
aggregator machines collect reports from all the VMs, idgmiuplicates, request for
and retrieve unique data from the agents running on the VMs. dggregators also
maintain information regarding which files are containedach VM. Snapshots of the
aggregators are backed up on to a remote site periodicalgopies of the aggregators
are available on the remote site, any VM can be easily retdesing its golden master
image and the catalog of changes to the file system for the VM.

The I2Map agent comprises of three components. A file system monitdn ag
iWatch in Linux, monitors all changes to the file systenPakser identifies files with
changes to their meta-information (such as permission®amérship) or to their con-
tent. A report of these changes (without file content) is $erthe aggregators. Files
with changes in content are added to a job queue.NBkéer module picks up files
from the job queue and computes Rabin fingerprints [18]. Rfibgerprinting creates
cryptographic hashes for variable size shift-resistamthkd. The hashes for each block
are then transmitted to the aggregators. Dbdup Engi ne on the aggregator identi-
fies blocks that are unique and requests one of the VMs hotinh block to transmit



the contents. ThBat a Handl er on the agent receives these requests and transmits all
blocks requested from it. THgackup engi ne on the aggregator maintains tH&Vap

tree and records the changes to the file system for each VNbdreally, snapshots of

the aggregator are transmitted to a remote recovery sitmveey for any VM can then

be performed on-demand on the remote site. We describe ttatidning of each of
these modules in detail in Section 4.

3.3 Key Design Ideas

We next highlight and discuss certain key design ideas thabled us overcome the
challenges identified in Section 3.1.

Two-round data transfer: In order to ensure that duplicate data is not transferred fro
a protected host, we transfer data from agent to aggregatotwo round scheme. In
the first round, fingerprints of file segments are sent to thyegmtor. The aggregator
maintains a hash index of fingerprints for all data that it aggregated and requests
data only for segments that are not already present in itsindex.

Separating deduplication and replication: We separate duplicate identification from
data replication. Duplicate identification and aggregatibunique data is handled us-
ing a two round protocol between agent and aggregator. Rat&cation to secondary
site is performed independently by the aggregators. Thisvalduplicate elimination
to work at LAN speed, while replication can be performed atN\gpeed.

Variable size duplicate identification: For each file that is written, the agent computes
a Rabin fingerprint. Rabin fingerprints are shift-resistastthe division into variable-
size blocks and hash computation is based on the contentcbfl@ack rather than
any fixed offset. The hashes for the various blocks are sethtet@ggregator. There-
fore, even if a small change is made to a large file, only a dohadtk of data around the
change will need to be transmitted to the aggregator. Thairéng blocks will be iden-
tified by the aggregator as duplicates of blocks alreadygmtessnd will not have to be
transmitted. This helps us to reduce the overhead of filedbeeplication significantly.
Pipelining fingerprint computation with data transfer: A two-round protocol can
lead to high Recovery Point Objective (RPO), if the roundsengerialized. Further,
both rounds may need to perform disk I/O for a file segmentréteto speed up the
process of identifying duplicates and aggregating unicata,dve pipeline the differ-
ent operations performed on the agent. Paeser, Mast er, andDat a Handl er are
implemented as separate threads in order to allow them igrgse parallelly acting
on different data elements. Further, Master and Data Handka producer-consumer
cache to minimize disk 1/0. Master populates the cache wighsigments, when it
computes the fingerprints in the first round. In the seconddpwhenDat a Handl er
needs to send data, it reads the file segment from the caaheadhof reading it again
from the disk.

Change coalescingThe agent's parser module looks ahead and identifies nauiltipl
successive writes to a file within a short duration and tratssmformation only once
to the aggregator. This change coalescing hiptap deal with rapid updates to a file
even during periods of high load.

Agent throttling: We allow the agent to be configured with a throttling paraméne
order to ensure that it does not consume too much of the CPlthantbry resources of



the VM. This further reduces the overhead and ensures tipditapons that generate
high I/O load operate smoothly.

Stable aggregator mapping In order to scale to large data centers, we allow multiple
aggregators to be createdl2Map. If multiple agents find common content, duplicate
elimination requires all (or at least most) agents to sergddbntent to the same aggre-
gator. Clearly, this requires aggregator mapping to be défirased on content. Further,
if a part of the file changes, we would like to send only the deahcontent to the ag-
gregator. This places a restriction that the aggregatopimggshould not change due to
a small change in content. In order to deal with these coimitjaequirements, we use
hash of the first KB of a file to map its aggregator. Changes in other parts of thelil
not lead to change in aggregator. Also, files across VMs \highseme content, map to
the same aggregator most of the time, meeting both our r=geints.

4 Implementation

In this section, we describe the implementatiom2ilap and highlight important opti-
mizations that helped us keep overhead in check.

4.1 12Map Agent
The agent comprises of three modules as depicted in Figimgplemented in Python.

iWatch and Parser The agent, at its core uses iWatch, a real-time file monigantility
written in perl, based on iNotify, a file change notificatigstem in the linux kernel. We
monitor the entire file system excluding device files and teragy files in folders such
as /dev. Whenever a file’s contents or metadata (includingigsions and ownership)
is modified, iWatch generates a log. Tha ser module thread checkpoints the log,
processes all entries up to the checkpoint, and then zeltdiees up to the checkpoint.
This ensures that the iWatch log file is never too large, l&uBp does not incur the
overhead of opening a large file to read.

ThePar ser computes a hash of the firsK®8 of each file that is written. This hash
is used to decide which aggregator is in charge of holdindikhéwe choose the first
4KB only, to ensure content-based stable mapping). The veptmesof all the hash
values is evenly split among all the aggregators and eactegatpr is responsible for
managing files with hash values in its vector space. Fdreser creates reports, one
for each aggregator, with meta-information regarding hirges to files managed by
that aggregator. Information regarding files that are ddlare sent to all aggregators,
and the aggregator to which the file is relevant can then el¢het file. Files that are
modified are treated as a delete followed by a create.

ThePar ser also adds any files that are newly created or have changedtardo
on to a job queue. The job queue contains the ID of the aggregggponsible for the
file along with certain file meta-data. However, before addire file entry, théar ser
takes a peek at the job queue. If an entry already exists &fildy then thePar ser
skips entering the file again into the job queue. This alldvesagent to optimize during
periods of rapid writes, when a file is written multiple timiegjuick succession.

Master TheParser and theMast er share a producer-consumer relationship with re-
spect to the elements in the job queue (Figure 2). The jobisaontrolled by a
lock and both thePar ser and theMast er need to acquire the lock before writing to
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Fig. 2. Detailed Design of2Map Agent
it. The Mast er picks up each file entry written by tHar ser, and computes a Rabin
fingerprint for the file, implemented in C. The Rabin fingenpidivides each file into
variable-sized blocks based on the content rather thanxay diffset. This makes these
blocks shift-resistant, that is, for example changes testag of a file will not affect all
the blocks. The fingerprint consists of cryptographic haheas for each of the blocks.
The Mast er sends the hash values for blocks of each file to the correspgpadgre-
gator, as identified in the job queue. In our implementationdid not limit the size of
the job queue, as we observed that the size never grew be@neniries, with each
entry being less than 30 bytes.

In order to ensure that even under high I/O load the agent doesonsume too
much of the VM’s resourcedMap can be configured with a throttling parameter.
For instance, a throttling parameter of 67% would run thenafm 5s and then sleep
for the next 1@. In our implementation, we kept the awake time to be consiaBbs,
and alter the sleep time based on the throttling parameterobgerved that the Ra-
bin fingerprinting and the actual data transfer were theliessoperations, while the
parser was extremely light-weight. A crucial design chaoi@es to selectively throttle
theMast er and theDat a Handl er, but not thePar ser . Apart from throttling the most
time-consuming tasks of the agent, this had the added aatyattat any duplicate file
writes within the VM would be safely omitted by the parsertesfile has not yet been
read by theMast er . Separating these modules into parallel threads and hévingpb
gueue as a shared resource between them was importantévedttis.

Data Handler TheData Handl er responds to requests from each aggregator, with
the content of the specific blocks of files requested by thgteagator. We noticed that
we were reading the file twice, once for computing the Rabigefiprint and a second
time for the block transfer. This was adversely affecting@enance. To alleviate this
problem, we introduced a key-value store cache (Figure ApWeomputing the Rabin
fingerprint, thevast er would write the blocks onto this cache. Tbet a Handl er will

look into the cache first for each block, and will read the filstem only if it is unable

to find the block in the cache. If found, tBat a Handl er would remove the entry from
cache, after use. THaat a Handl er also removes those entries from the cache, which
the aggregator already has and does not require. This enthateonly file segments
not yet processed by thiat a Handl er stay in cache.

This considerably helped improve performance. From oursrgents, we ob-
served that typically the cache had about 400-500 entnes (@r data-intensive hadoop
experiments), with each entry holding a Rabin fingerpringfblock. The lag between
computing the Rabin fingerprint and the data transfer waaydwmall enough to keep
the cache small. We limited the cache to 1000 entries andchRialgierprint blocks were
restricted to a maximum size of B8, ensuring that the cache had a maximum size of



64MB. Since the workload is scan-based, we never replace urggedentries from
the cache. Instead, tiMast er waits till a cache block is made available by tbet a
Handl er . We also conducted a few overload experiments where theecaab fully uti-
lized and tested a few replacement algorithms. We obsehatchbt replacing entries
in the cache, if the cache was full performed the best.

When transmitting blocks of requested files to an aggregtteDat a Handl er
sends at most 500 blocks at a time, to ensure that packetsize'stoo big. We used a
base64 encoding for file transfer as some files, especiabetkvritten by hadoop, had
certain special characters.

4.2 Aggregator

The aggregator consists of two main modules. Dédup Engi ne communicates with
the agents and identifies blocks that are unique. For eacfuerilock, it requests the
contents of the block from one of the VMs holding it. TBeckup Engi ne maintains a
record of all the files and blocks (among those managed byatiusegator) contained
in each VM. Anl2Map tree is constructed for each golden-master image, where the
master image is the root, and each leaf node is a virtual mac¢hstance. Edges in the
tree represent changesto files. If a set of VMs experiencegtime changes to files (e.qg.,
a patch is applied), theedup Engi ne would ensure that only one copy of the change
is stored. Replicating this tree on a remote site is suffidi@disaster recovery, as any
VM can now be recreated by starting with its golden mastegina

Interestingly, for the disaster recovery use cé®®lap does not even need to create
the entire tree. Instead, what we maintain is a list of instarthat are relevant for each
update to the tree. For example, if a file got overwritten im&ances, we store the
change along with the 5 instances, whose 12Map tree corftaichange. The [2Map
tree is thus stored as a set of nodes (one node for the goldstemand one node
for each instance). The intermediate nodes, which capher&ansition from a golden
master to an instance are not stored. Instead, a list of aligis are stored along with
the impacted instances. Multiple updates to the same filmsrgare merged leading
to a compact I2Map tree, whose size is proportional to theémrmim set of changes
needed to convert a golden master to any required instance.

4.3 Remote Recovery

The remote recovery site maintains periodic incrementapshots of all aggregators.
Snapshots are taken at 5 minute intervals (a configurabdenger) for each aggregator.
We use Linux rsync [20] to transmit the snhapshots to the regosite. Prior to taking
a snapshot, the aggregator waits for any packets sent orithefrgezes all operations
for an instant, and takes a filesystem dump of the databas¢&remdThis operation,
including taking the snapshot, takes less than a secontielevent of a site failure,
the aggregators are recreated and #hap tree with record of changes to files is used
to recreate VMs. We perform incremental recovery by mergipdates for each VM
periodically (default is 24 hours). This does not requireza YYM at the recovery site
as only the updates are gathered and stored in an offline Vem#&hen recovery is
triggered, the latest updates are merged and an instancavisipned from this image.
The Recovery Point Objective (RPO), or the worst-case arébr which recovery
cannot be guaranteed, tHa&Map can support depends on two factors - the maximum



time lag of all agents to send data to the aggregators, angryeshot interval. The
RPO for host failure is the lag between agents and aggregdiereas the RPO for site
failure is the sum of the two lags. We show in our evaluatiat tBMap can guarantee
an RPO of less than 4 minutes for host failures and an RPO sthes 9 minutes for
site failure, sufficient for most non-critical applicato(assuming 70 MBps within the
primary site, 700-3300 KBps over WAN, and 1 GB data generpgzdaninute).
Aggregators maintain a heartbeat among one another. Irvérg ef an aggregator
failure, one of the live aggregators (e.g., a chosen lead&es up the responsibility
of storing content on behalf of the failed aggregator. Agame intimated accordingly.
Recovery is initiated for the aggregator using snapshote®@nemote site. Until recov-
ery for the aggregator is complete, the acting aggregatgrmoéa be able to perform
efficient deduplication. This, however, does not comprersifety of the system.

5 Evaluation

We evaluatd2Map on a heterogeneous set of 6 VMs running Ubuntu 10.04.2 64-bit
The VMs were hosted on 2 IBM BladeCenter servers, one withrésca33GHz and
8GB memory, and the other with 8 core&Hz and 165B memory. The memory and
CPU specifications of the VMs are shown in Table 5. We did nicas@ipper limit to the
CPU available for a VM, and it was bounded only by the avalitgtif resources on the
server hosting it. The aggregator was run on a physical saiitle an 8-core 27GHz
Xeon processor and BB memory. Recovery is performed on a server with 24-core
3.07GHz Xeon(R) processor and 6&B memory. The primary site was located in New
Delhi and the remote recovery site was located in Bangatmer, 200ms away. We
observed speeds of aboutMBps within the primary site (between the agents and the
aggregators). The WAN bandwidth between New Delhi and Blangaaried with time

of the day and was between #Bps to 3.3MBps. With better network speeds, our
recovery performance will only improve.

VM-ID [[Memory (MB)[vCPUY CPU Reservation
vm-1 1024 4 0

vm-2 2048 2 684

vm-3 2048 2 684

vm-4 2048 2 1500

vm-5 3072 4 2300

vm-6 3072 2 0

Table 1. Virtual Machine Specifications

We evaluatd 2Map based on several metrics. We defufeglup as the ratio of the
total bytes written on a VM to the bytes transferred from thd 1 the aggregators.
1— 1/dedup captures the reduction in network traffic for each VM I2Map over
state-of-the-art host-based replication solutions. Ve definededup_aggr, which is
the aggregated measure of the total bytes written acrog$/allto the total bytes trans-
ferred from all VMs to the aggregator. This is a measure ofngmvin storage and
network transfer within the data center dud 2Map over state-of-the-art techniques.
We measure thdifme lag) between when a file is written and when it is transmitted to
the aggregator (if requested by the aggregator). This measiptures the RPO for host
failure and together with the time taken to transfer fromdlgregators to the remote
recovery node, represents the RPO for site failure. We atsmsore the CPU and mem-
ory utilization (CPU_Util andMem_Util) of our agent running on each VM to quantify



ess Time

the overhead of our approach. Finally, in the event of anadailure of a VM, we
measure the recovery time objective (RTO) achievetPMap.

5.1 Micro Experiments

In this section, we describe micro experiments that we cotedlto analyze the per-
formance ofi2Map. We chose three common activities in a cloud - namely, soéwa
installation from a software catalog, patching VMs in a dp@mwindow, and running
clustered applications, for these experiments.

Software Installation For this experiment we downloaded and installed two softwar
along with all their dependencies, with a Bsfleep time between the two. This process
was repeated in sequence on 6 VMs. We chose freecad, an apee saitocad soft-
ware, and avgscan, an anti-virus scanning software, for tektively large size and
the number of dependencies with other software and litgatiés possible that some
VMs already had the dependent software and didn’t need théra installed. Freecad
had a download size of B8MB and an install size of 13B. Avgscan had a download
size of about 1001B and a similar install size. The software installation scina one
where a large number of files are written within a very shoratlan of time.
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For each file modified or added on a VM, we monitored the time laitkvthe
Parser (iWatch),Mast er (Rabin), andDat a Handl er handled the file. We plot this
in Figure 3(a) for one of the VMs (other VMs were similar). Ttiéerence between
the successive operations shows the time lag in executasg tsieps. Observe that the
Freecad installation wrote about 1250 files in about @be iWatch curve), and the
data handler was able to catch up with this load at around. ITHe figure also shows
that the Rabin fingerprinting and the data transfer took lpesqual amount of time.
Avgscan, on the other hand, writes only about 150 files (hggdvifiles than Freecad).
I2Map is able to handle this load better and has a lag of only abosit\8ith most of
the delay being due to the data transfer. Heh2klap is able to achieve an RPO for
host failure of less than 3 mins.

Figures 3(b) and (c) show the CPU and memory usad2Mép during this exper-
iment for one VM. We notice that CPU utilization is below 10%cept for a couple
of brief spikes and the memory usage is less than 250MB, wieickervers today is
less than 10% of total available memory. Note that this erpamt was run without
throttling and the resource consumption can be made evear Mith throttling.

We next take a closer look at the time lagl@Map over the course of the experi-
ment. At any given time instant, the time lag is measuredaarhount of time required
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Fig. 4. Time lag vs process time plot for three VMs.

by 12Map to process and transmit files written up to that time insimd, plotted in Fig-
ure 4 for three VMs. The lag increases in spurts when files aiteew, but then tapers
down asl2Map catches up. Unlike vm-1 and vm-3, vm-6 does not have a larige sp
at the start of the experiment as files were quickly identifisdiuplicates. However, it
has a sharp increase in time lag for the avgscan installétieras the first to perform
it), where it had several files to transmit to the aggregaibhnese files were identified
as duplicates for the other VMs and the experiment concledéder for them. Overall,
the time lag never increased beyond §88hich is sufficiently low compared to the
aggregator snapshot period and the recovery point obgectiv

VM-ID [[Avg Lag (sec)Avg %CPUAvg Mem (MB)
vm-1 78 4.97 170
vm-2 52 1.30 33
vm-3 100 2.81 148
vm-4 88 3.80 114
vm-5 82 1.65 67
vm-6 64 241 170

Table 2. Average time lag and overhead for each VM.

We summarize the average lag and the average CPU and menagey/fes each of
the six VMs in Table 5.1. The average lag is less thars180d the average CPU and
memory utilization is less than 5% and MB respectively. Note that the installation
was performed on vm-1 first before the other VMs, and so vm-4 rgaponsible for
transferring most of the data to the aggregators. This wasdhson why vm-1 con-
sumed more CPU and memory compared to the other VMs. Thisdscalrroborated
in Table 3, which shows for each VM the number of file systermgaanotifications,
the number of notifications processed afterRheser eliminated intra-VM duplicates,
the number of bytes written to disk and the number of bytessteared to aggregators.

VM-ID || Total FS Notification$Processed Notificatiof$otal Data Change(MB)ransferred Data (MB)Dedup|
vm-1 21893 2357 447 276 1.62
vm-2 14643 847 337 0.11 3063.9
vm-3 30811 2350 450 1.2 375
vm-4 20041 2802 438 0.54 811.1
vm-5 33320 2335 437 0.09 4855.4
vm-6 49668 1526 551 80.32 6.86

[ Total ]| [ [ 2660 [ 358.26 [ 742]

Table 3. Comparison of dedup values with and without removing dapéiavrites for each VM.

We make several interesting observations. First, whileiado1400 unique files
were written during the experiment (from Figure 3), 200@DdO0 file writes were gen-
erated on each VM. Howeve2Map only processed less than 3000 notifications for
each VM. This justifies our design choicempelining andchange coalescing for mul-
tiple changes to the same file. Any storage-based deduplidaichnique such as [15,



ec)

ess Time (s

Proce

Time Lag (sec)

8] incurs an overhead for each of the 20000-40000 file writeterms of the number of
bytes, observe that vm-1 transmitted only R compared to the 4MB written to
disk. This is primarily due to the division into blocks penited by Rabin fingerprinting
and any blocks that did not change would not be transmittéoet@aggregators, justify-
ing the use ofariable size blocks. The other VMs transfer negligible amounts of data
to the aggregator as they were similar to vm-1 andtaorround data transfer proto-
col helped them eliminate transfer of duplicate data. vma8 an exception as it was
the first to have avgscan installed. It therefore transohéie additional 8BIB. If every
write were to be captured and replicated, like in other hasted solutions, without the
‘deduplication before data transfer’ featurel2Map, a total of 266®1B of data would
need to be transferred. In comparist2Map transfers only 358MB of data between
the agents and the aggregators, a reduction by a factor of7ddedup_aggr).

Patching In our next micro experiment, we apply a set of 55 securityclpes for
Ubuntu on 6 VMs. For one of the VMs, vm-6, 19 of these patchagwalevant, while
for the other VMs, 49-52 patches were relevant (10 patches mat relevant for at least
one VM excluding vm-6). The total download size of the 55 patcwas about 4308,
with 4 patches each about 108, and 30 patches each less than I6BOWe used
Tivoli Endpoint Manager [12], an endpoint management tmodpply the patches in an
automated fashion. The experiment took between 130 and imM@as to complete on
each of the VMs.
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In Figure 5(a) we present the split between wRarser (iWatch),Mast er (Rabin),
andDat a Handl er process each file for one sample VM, vm-2. Over 3000 files are
modified in about 140 minutes. We observe that the time lagsis than 100most of
the time. The CPU utilization is less than 10%, except for @pbt® of spikes, and the
memory usage is less than MB as shown in Figures 5(b) and (c).
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Similar to the software install experiment, Figure 6 depitte time lag ol2Map
over the course of the experiment. As most patches are gnsflé, we see many small
spikes in the time lag. The larger patches take longer to tmdand are processed in
the second half of the experiment with fewer spikes.

VM-ID [|Avg Lag (sec)Avg %CPU[Avg Mem (MB)
vm-1 58 1.14 106
vm-2 69 1.24 148
vm-3 75 0.98 94
vm-4 65 1.19 143
vm-5 46 1.80 207
vm-6 72 1.05 112

Table 4. Average time lag, and overhead for each VM.

A summary of the average lag and the average CPU and memagg fsaeach
VM is presented in Table 4. The average time lag is less thaTf@0all the VMs.
Unlike the software installation experiment, where thd fiflsl transferred all the data
to the aggregators, the patches were applied in differeldgreron the VMs. Hence, the
overhead is more or less uniform across all the VMs.

VM-ID || Total FS NotificationsProcessed Notificatiofnique Data (MB)Dedup Data (MB)Transferred Data (MEDedup
vm-1 63017 16990 10 212 38 5.84
vm-2 32877 10038 10 124 62 2.16
vm-3 62533 16789 13 209 101 2.20
vm-4 63064 16916 10 199 36 5.81
vm-5 55000 15112 10 184 74 2.62
vm-6 58323 3890 106 353 397 1.16

[ Total ] [ [ 159 [ 1281 [ 708 [2.03]

Table 5. Comparison of dedup values with and without removing dapéiavrites for each VM.

Table 5 summarizes the deduplication information for thielpaxperiment similar
to Table 3. The intra-VM deduplication and change coalegoiihl 2Map reduces the
number of writes that need to be processed to about 16000 ditmout 60000 total
writes. This is not as significant a reduction as in the saftviastall case, as the same
files are not rewritten multiple times and the time betweenitites is longer reducing
the amount of intra-VM deduplication possible. The dedigilon achieved is mainly
due to multiple patches writing the same files. The total datange is split into unique
data and dedup data in Table 5. Unique data represents thenaofalata that is unique
to that VM, and dedup data represents the amount of datasttiatind in at least one
other VM. Observe that a large fraction of the data writtereach VM has duplicates.
vm-6 is an exception with a larger fraction of unique datac8ij it had only 19 patches
relevant, TEM got to apply patches on vm-6 ahead of the oti\s {patches on all 6
VMs were started simultaneously). Hence, a bulk of the datargnsferred from vm-6
on to the aggregators, serendipitously achieving loadrahg. The total amount of
data transferred to the aggregators wasMBgonly a half of the 14401B (128IMB +
159V B) of total data written across all the VMdddup_aggr = 2.03).

Hadoop Sort Our third and final micro experimentis with running the Hadderagen-
Terasort application on a cluster of 5 VMs. Terasort is arithisted sort algorithm on
1GB data, that is created by Teragen. The sorted data is wrigfgarately from the input
data. Hadoop uses a distributed file system that is appelyditnis creates a challenge
for I12Map as it creates and appends data on to large files. It waitsaibtdck reaches
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64MB and then writes the block to disk. Further, we employ trigplication of data
within Hadoop'’s file system, so the experiment wro@B6of data in all by the end of
the experiment. Identifying and leveraging this replioatis critically dependent on the
shift-resistant blocks created by the fingerprint. Thddrigplication also means that a
tremendous amount of data is written within a very short amofitime, stress testing
both the disk as well da2Map. If ineffective, we may end up transferring a lot of dupli-
cate data. Unless specified otherwise, we use a default gdki&)s throttling for this
experiment, where the agent is awake feafd then sleeps for $0
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Fig. 7. (a) Time plot showing the split between iWatch, Rabin, and tiansfer on vm-2 (b) CPU
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We observe from Figure 7(a) that the time lag never exceef@ls Iis is better
compared to the install and patch experiments as data verigesiore or less uniform
and don’t happen in a burst. However, CPU and memory usad@grer as observed
in Figures 7(b) and (c). This can be attributed to the lardersizes, the append-only
behavior of hadoop, and the triple replication (the totabant of data written during
this experiment is 6B in about 458).
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Fig. 8. Time lag vs process time plot for different values of thinglagent process.

Figure 8 shows the time lag as a function of the process timerfe VM for differ-
ent values of the throttling parameter. The lag uniformiyré@ases till about & Then,
we observe a pause in file writes till about 228s hadoop gathers data till it can write
64MB blocks. This is followed by another set of writes. More stiiity, increasing the
throttling does not discernably increase the time lag, satigg that much of the lag is
due to the network transfer between the agent and the aggregahis is encouraging
as a better network would help reduce the overheadép.

Table 6 shows the average lag and overhead for each of the Wtiitha aggregator
for the above experiment. The average lag is more or lespumidnd less than &0
for all the VMs. vm-4 handled the maximum data transfer (asstvew in Table 8),
which explains the higher lag and overhead seen. The aggradfzesn’t perform any



VM-ID [[Avg Lag (sec)Avg %CPU[Avg Mem (MB)
vm-1 41 2.46 360
vm-2 33 1.33 257 [[Avg %CPU Avg Mem (MB)]|
vm-3 38 2.02 363 [[ 3686 | 103 |
vm-4 59 8.91 361
vm-5 50 2.86 257

Table 6. Overhead for each VM and on aggregator.

file based computations, and only needs to dedup file bloakseeive data from the
agents, leaving it with a relatively low memory footprinttka higher CPU consump-
tion. Even at such a high load, one aggregator can handleditsagithout throttling
and up to 25 agents with throttling, which is an acceptableagament overhead (the
system can easily scale by adding more aggregators as needed

Throttle 50% Throttle 75%
VM-ID [|Avg Lag (sec)%CPU||Avg Lag (sec)%CPU
vm-1 35 2.64 43 1.43
vm-2 37 1.91 39 1.80
vm-3 46 5.95 64 7.78
vm-4 51 3.36 62 1.67
vm-5 53 3.30 61 2.03

Table 7. Average time lag for different values of throttling agendqess.

The above experiment was conducted with the default thmgttlalue of 67%. We
ran the experiment with 50% ¢3vake and Ssleep) and 75% @wake and 15sleep)
throttling, the results of which are presented in Table 7e alerage overhead values
typically decrease as we increase throttling, but is nattstthe case. This aberration
is an artifact of how hadoop assigns jobs to nodes and is ntding we can explicitly
control. While the overall CPU and memory utilization carréduced using throttling,
we observe that the time lag increases only marginally foreiasing throttling values.

VM-ID || Total FS Notification$Processed Notificatiof/nique Data (MB}Dedup Data (MB)Transferred Data (MBDedup
vm-1 93 67 0.66 910 90 10.11
vm-2 135 79 0.02 1136 270 4.20
vm-3 132 85 0.02 1617 67 24.13
vm-4 90 69 0.03 1174 669 1.75
vm-5 188 139 0.02 3326 1007 3.30

[ Total ] [ [ 0.7 [ 8163 [ 2103 [ 3.88]

Table 8. Comparison of dedup values with and without removing dapéidile writes on VM.

We summarize the deduplication information for the 5 VMs ablg 8. As noted
earlier, this experiment has significantly fewer file wrjteat each write is for a large
chunk of data. This would mean that we will need to proces< witthe file writes as
they are sufficiently separated in time from one another. &ffextiveness of2Map is
demonstrated by the high volume of data in each VM identifgedigplicate with at least
one other VM. Further, compared to the total amount of dateegeed, 816FMB, the
amount of data actually transferred is only 2MBacross all VMs, which is a reduction
by a factor of 388 (dedup_aggr).

Summary Our micro-benchmark experiments establish the effectigssnf2Map. We
are able to ensure an RPO of less than 3 minutes for VM and hibstef, reduce the
replication traffic by a factor of 2 to.3 (dedup_aggr), while using less than 5% CPU
and 400MB memory during periods of intense 1/O loads. The reductioreplication
traffic translates into network bandwidth savings of-587% (1— 1/dedup_aggr) in
the primary data center, compared to state-of-the-arthastd recovery solutions. We
are able to reduce the number of file changes we process bya &2 to 10 due



to change coalescing and need only 1 aggregator per 25 ntndds. While our
experiments were conducted with 6 VMs, having a larger pé&Ms using 12Map
will only increase the deduplication possible. Under ndroperation, we believe we
can achieve even better performance at lower resource @aesh

5.2 Case Study

We conducted a 24 hour case study where we mimicked a reddhscenario where
an application is running continuously at high load, is thesught down, the operating
system is patched, rebooted, and the application is rektoree again. At the end of
the 24 hours we artificially failed one VM, which triggeredogery. In this section, we
report results from this experiment, includir@Map’s recovery performance.

7 T VM-ID || Avg Lag|Max Lag|Avg %CPU|Avg Mem
2 =T vm-1 49s 210s 0.50 115 MB
i — vm-2 62s 196s 0.65 138 MB
—T vm-3 52s 243s 0.65 57 MB
: At vm-4 76s 189s 0.71 113 MB
- vm-5 58s 227s 0.69 113 MB
vm-6 75s 192s 1.01 112 MB

Fig. 9. Gannt chart showing duration of eae€ly. 10. Average time lag, and overhead for each
hadoop run during the case study experiment/M.

We successively ran Teragen-Terasort on hadoop on the 6 B&faeen every two
runs of Teragen-Terasort we added a think time derived fréogaormal distribution
with a mean of 126 About 19 hours into the experiment, we brought down the bpdo
application and started patching the VMs. This patch expent was similar to the
micro-experiment that we conducted, and lasted about 3sh@mce patching of all
VMs completed, we rebooted the VMs and restored the hadoplicapion. A Gannt
chart showing the duration of each hadoop run and the think tietween them is
plotted in Figure 5.2. Overall, the hadoop-based appbeoatias running for 86% of
the time. This is a very high load (as most enterprise systeimst a load of about
25%), created to stress-té@Map. Notice the long sleep time between about 1150 and
1330 minutes, which was when the patching experiment waguazad.

Figure 10 shows the average and maximum time lag for agentarisfer files to
the aggregator, as well as the average CPU and memory usagecio VM. We ob-
serve that the average lag is less thamrhinutes and the maximum lag at any instant
is about 4 minutes. Thuk2Map is able to achieve an RPO for host failures of approxi-
mately 4 minutes, even during periods of high write loadluding the time to transmit
snapshots to the recovery site, the RPO for site failuressis than 9 minutes. This is
very competitive compared to a best guarantee of 15 minutesded by many com-
mercial disaster recovery solutions [22, 8]. The average G&age was under 1% for
all the VMs, and the memory usage was less tharMR(Despite heavy load from the
hadoop applicatio2Map was able to operate with minimal overhead on the agents.

Snapshots of the aggregator were taken every 5 minutes amshtitted to the re-
mote recovery site using Linux rsync [20]. Figure 11(a) shdhe snapshot lag, the
duration of time between when a snapshot was taken and wheasifully saved on
the remote site, for each snapshot. This is primarily theydeVer the network between
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the primary site and the remote backup site. Observe thabéxémum lag is about.B
minutes, which happens whenever a new run of hadoop is@tan Teragen generates
new data. For most snapshots the lag is negligible. Figufe) khows the amount of
data transferred for each incremental snapshot, whichaatab- 1.7 GB for the large
spikes. Most snapshots transmit only aboutNI80of data. The total data transferred
across the Delhi-Bangalore WAN during the course of the Brpnt was about 28B.

In comparison, the total data written on all the 5 VMs takegetber was about T&B.
The total aggregated deduplicatidedup_aggr can be calculated as 726 = 2.69.

At the end of 24 hours, we artificially failed a VM, which trigeed recovery on the
remote site. We mounted a copy of the golden master imagesmonding to the VM,
identified files belonging to the VM, and wrote their curreatsion on to the mounted
copy. This recovered the VM to its last known state. This psscinvolved writing
14.88GB of data and took 719s, at 2ZBMBps. If a snapshot was being transferred to
the remote site when the VM failed, then recovery may be @&layntil completion of
the transfer, adding up to 8 minutes to the recovery time cegthe total recovery time
achieved by 2Map for this experiment can be estimated as-120 minutes for a VM
with plenty of writes, which is highly competitive with conercial DR solutions.

6 Related Work

Disaster recovery, as a concept, has existed for over tleemdes. Today, it forms the
cornerstone of business continuity and every major IT serprovider has a disaster
recovery solution. These solutions require NAS/SAN arrai@age controllers, smart
network switches, or other specialized hardware. With thimigg popularity of the
cloud, enterprises are looking to reduce their IT-spenddisidvest in hardware. In a
bid to meet the expectations of their clients, cloud serpiciders are building low-
cost clouds using commodity off-the-shelf hardware. I8 Haction, we discuss the pros
and cons of various replication and disaster recovery tolgies. They can be broadly
classified into storage-based, network-based, and hsstlslutions.

There are several storage-based recovery solutions fod cBlock-based storage
replication requires expensive NAS/SAN arrays and stocagérollers. But, they have
the advantage of being independent of the operating systaming on the server.
Amazon’s AWS provides multiple disaster recovery solutitimat use Amazon S3 for
backup [3]. These are either snapshot-based or storageatsmh solutions and do
not perform any deduplication across VMs. IBM’s GlobalMir{13] provides an ex-
tremely high-end disaster recovery solution. It replisad# updates over a SAN and
provides an RPO of 3-5 seconds. Other examples are VMwaite’'sR8covery Man-



ager [22] and IBM’s SmartCloud Virtualized Server Recovidrdj. Notably, the lowest
RPO guarantee provided by VMware’s Site Recovery Manadqri§215 minutes. We
have demonstrated thE#2Map’s host-based solution can provide a comparable RPO,
perform deduplication, and work using commodity hardware.

There are several disaster recovery solutions that doqmediferent kinds of dedu-
plication. Dell's AppAssure [8] deduplicates and compessgata on the WAN while
replicating storage disks. We argue that deduplicating datthe WAN is still too late
as costly storage and network resources are consumed Withiprimary data center
to support disaster recovery. NetApp’s storage solutid®§ re specialized storage
devices that perform deduplication using the Data ONTARagp®y environment and
the WAFL file system. They report that each write operatiacuins a 7% additional
overhead, in return for considerable savings in storag&wdiso translates into lower
network bandwidth consumed when replicating the data acaog/AN, using their
SnapMirror solution [17]. However, deduplication can ohlyperformed across VMs
stored on the same storage device and comes with the costrbofrddditional special-
ized hardware.

Network-based disaster recovery solutions perform decapn on the bytes trans-
mitted over the network. While useful, they do not leveragduplication within the
primary data center. Individuals VMs or servers are stifjuieed to transmit all their
data across the local network. Some examples include Riddit9] and EMC’s Re-
coverPoint [9]. Citrix cloud solution for disaster recoyg6] uses a combination of
storage-based and network-based optimizations.

Host-based solutions have the advantage of not requiriegaized hardware and
not locking the user into using a specific kind of storage cievDisadvantages include
solution being dependent on the operating system used aiighan agent running
on the host and using its computing resources. Examplesistfrexsolutions include
CA's ARCserve [4] and Neverfail [16]. Neither of them perfodeduplication on the
primary data center. While ARCserve performs deduplicatbdata on the backup
server (after the individual VMs have transmitted all thddta), Neverfail uses what
they call WANsmart in-line data deduplication, a form ofwetk-based deduplication.

The concept of transmitting only the incremental changlesive to a base VM and
dynamically synthesizing them at the time of provisionimg veen used in the context
of Cloudlets [10]. VM-based cloudlets have been proposexdfisad sites for resource
intensive or latency sensitive computations for mobile timédia applications. The
technique in [10] works by creating a binary difference betw VM images, which
is computed only on-demand when required. This is not a @isascovery solution
where continuous monitoring and data replication is ddsire

In summary, there are a wide range of disaster recoveryigngithat use a variety
of technologies, have different requirements, and suppfferent RTO and RPO guar-
antees. However, these solutions do not cater to the expeeskof low-cost clouds to
support an efficient disaster recovery solution that cafopereffective and early dedu-
plication within and across VMs without transferring dagad work with commodity
hardware. Thé2Map disaster recovery solution presented in this paper adelsdhss
concern, and its various optimizations ensure a competiRRO and RTO guarantee
along with low overhead on the VMs.



7 Limitations and Future Work

The disaster recovery solution presented in this paperctma specific need for having
a low-cost, low-overhead solution that can work with comitpolardware. However,
it does have its limitations. As with other host-based soh, it requires an agent to be
running on each VM, using up its computing resources. Whitehave demonstrated
that the overhead can be contained to less than 5%, for manyityecritical applica-
tions it may be inadmissible to have an agent (trusted asghirie) running on the
VM. 12Map is not suitable for such applications. A majority of systeranmagement
tools require agents (e.g., for monitoring, patching, b@dlkand we believe that having
a well-tested agent with minimal performance impact maydoeptable to a large frac-
tion of customers. Also, if the data is encrypted in the filstsyn | 2Map will be unable
to perform deduplication across VMs effectively. Secuater the network is another
issue faced by all DR solutions. This can be overcome by adaliayer of encryption
before transmitting over network. Further, our currentlienpentation ol 2Map works
only for linux-based VMs and new agents need to be develagesiipporting any other
operating systems.

Another issue that we have not investigated in this papéeisequirement and load
on aggregators. If we were to scale up our disaster recoeéutian to several hundred
VMs, we may need more aggregators. This is an additionaltnasten and we need
ways to reduce the number of aggregators needed. The twal data transfer using
aggregators does have its advantages, as it ensures thiaathugata is not transferred
from protected hosts. Further, the aggregators separatpritected hosts from any
WAN overheads, in case the transfer over the WAN were to be #\s part of future
work, we intend to study the costs and benefits of aggregaspgcially at scale.

A limitation of all DR solutions (including2Map) is that they only recover the state
of the disk and not the memory. The state of memory is far mpnachic and one would
have to quiesce any running applications in order to get psdra of memory. This is
done in certain scenarios (e.g., live migration of a VM), tuatuld be prohibitively
expensive to perform on a regular basis and is not requiré@gp.

The notion of similarity captured by théMap tree can be used for performing other
data center management tasks as well. The first is in troubddsg software failures.
For instance, system administrators routinely apply saféwupgrades and patches on
a large set of VMs in the data center. If some of these upgriailethey have no clue
to the cause of the failure. Analyzing th2Map tree for similarities and differences
between VMs could provide crucial insight into why the upmtganight have failed,
and could even provide clues to how the situation can be resde8econd, similarity
between VMs as captured by th2Map tree can also be used in assigning admins to
VMs in a data center. Each admin could manage their VMs hettérey were all
similar and had the same software. We intend to explore thgskcations of2Map in
our future work.

8 Conclusion

In this paper, we preset2Map, a host-based disaster recovery soluti@vap lever-
ages similarity across VMs in a data center and performa-atnd inter-VM dedupli-
cation to reduce the overhead of the solution. It maintaimspping between instances



and the golden master image from which it was created d2Map tree, which cap-
tures all the changes to the instance with respect to theemiasage. Unlike existing
disaster recovery solution®ZMap does not require any expensive specialized storage
devices or hardware. It separates deduplication and egjali, allowing deduplication

to be performed even before any data is transferred from teqem host. Extensive
evaluation demonstrates tH@Map provides competitive recovery point and recovery
time objective of the order of minutes, with low overhead.
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