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Abstract. With the explosion of data sizes, extracting valuable insight
out of big data becomes increasingly difficult. New challenges begin to
emerge that complement traditional, long-standing challenges related to
building scalable infrastructure and runtime systems that can deliver the
desired level of performance and resource efficiency. This vision paper
focuses on one such challenge, which we refer to as the analytics uncer-
tainty: with so much data available from so many sources, it is difficult
to anticipate what the data can be useful for, if at all. As a consequence,
it is difficult to anticipate what data processing algorithms and methods
are the most appropriate to extract value and insight. In this context,
we contribute with a study on current big data analytics state-of-art, the
use cases where the analytics uncertainty is emerging as a problem and
future research directions to address them.
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1 Introduction

Data is the new natural resource. Its ingestion and processing leads to valuable
insight that is transformative in all aspects of our world [12]. Science employs
data-driven approaches to create complex models that explain nature in great
detail, otherwise impossible to obtain using traditional analytical approaches by
themselves. In industry, data science is an essential value generator: it lever-
ages a variety of modern data sources (mobile sensors, social media, etc.) to
understand customer behaviors and financial trends, which ultimately facilitates
better business decisions.

Helped by the rise of cloud computing, an entire data market has emerged
that enables users to share and consume massive amounts of data from a variety
of distributed data sources. At the core of this data market is the so called big
data analytics ecosystem: an ensemble of techniques and middleware specifically
designed to interpret unstructured data on-the-fly (e.g. Spark [16], Flink [1],
Storm [13], etc.). As more value is extracted out of the data market using big
data analytics, the interest for collecting more data emerges, which ultimately
unleashes a chain reaction. An evidence for this is already visible in overall



annual world network traffic: the end of 2016 will mark the beginning of the
Zettabyte era (i.e. 1 ZB), with growth predictions showing 2.3 ZB by 2020 [2].

However, while there is an obvious advantage of access to more data in that
more insight can be potentially extracted, this also introduces an unprecedented
challenge: it is becoming increasingly difficult for the user to know in advance how
useful the data is (either whole or parts of it) or what algorithm would work best.
We call this the analytics uncertainty. Because of it, users are often trapped in
a sequential trial-and-error process: apply data transformation, interpret result,
adjust algorithm, repeat. Given the data market explosion, this is simply too
slow to produce the desired results in a timely fashion. Therefore, a new way to
reason about big data at scale is needed.

In this paper we study the current state of art from the analytics uncertainty
perspective. Our contribution can be summarized as follows: (1) we discuss the
state-of-art big data analytics ecosystem and its expressivity in terms of data
processing mechanisms offered to the users; (2) we discuss a series of use case
patterns that exhibit an inherent analytics uncertainty; (3) based on these pat-
terns, we identify and discuss the limitations of the current approaches.

2 Background and related work

We summarize in this Section major classes of big data analytics approaches.

2.1 MapReduce-like

Data-oriented batch programming models that separate the computation from
its parallelization gained rapid popularity beginning with the MapReduce [7]
paradigm. While convenient for the user due to automated parallelization by
design, at runtime-level this introduces a significant level of complexity. One
major contribution in this area is the data-locality centered design: the storage
layer is co-located with the compute elements and exposes the data locations such
that the computation can be scheduled close to the data. Using this approach,
scalability is possible even on commodity hardware. Combined with the ease of
use, this lead to a wide adoption of MapReduce in production environments.

2.2 In-memory generic processing

Over time, MapReduce presented several limitations, both in terms of expres-
sivity (formulating a solution by means of map and reduce is often difficult)
and performance (high overhead for I/O despite co-location of compute and
storage). To this end, a new generation of in-memory big data analytics is in-
creasingly gaining popularity over MapReduce such as Spark, Flink. By making
heavy use of in-memory data caching such engines minimizes the interactions
with the storage layer, which further reduces I/O bottlenecks due to slow local
disks, extra copies and serialization issues. To improve expressivity these engines
facilitates the development of multi-step data pipelines using a directed acyclic



graph (DAG) as a runtime construct based on the the high-level control flow of
the application defined via the exposed API.

One illustrative example is Spark [16], which relies on two main parallel pro-
gramming abstractions: (1) resilient distributed datasets (RDDs), a partitioned
data structure hosting the data itself; and (2) parallel operations on the RDDs.
RDD holds provenance information (referred to as lineage) and can be rebuilt
in case of failures by partial recomputation from ancestor RDDs. RDD oper-
ations can be either narrow (i.e. each output partition can be computed from
its corresponding input partition directly) or wide (i.e., each output partition is
computed by combining pieces from many other input partitions). Wide trans-
formations are particularly challenging because they involve complex all-to-all
data exchanges, which may introduce overhead with respect to performance,
scalability and resource utilization [10]. Furthermore, optimized broadcast of
data is another important issue [11].

2.3 Stream processing

Live data sources (e.g., web services, social and news feeds, sensors, etc.) are
increasingly playing a critical role in big data analytics. By introducing an on-
line dimension to data processing, they improve the reactivity and “freshness” of
the results, which ultimately can potentially lead to better insights. As a conse-
quence, big data stream processing saw a rapid rise recently. Storm [13] was one
of the first low-level engines that introduced basic semantics in terms of bolts
and sprouts. As the need for highly reactive processing grew, other more sophis-
ticated approaches appeared such as S4 [9], MillWheel [3], Apache Flink, Apache
APEX or Apache Samza. These approaches address issues such as fault toler-
ance, low latency and consistency guarantees (at least one, at most one, exactly
one). A complementary effort towards low latency also gained significant trac-
tion: the idea of optimizing batch processing to handle frequent mini-batches.
This approach was popularized by Spark via DStreams [17], then followed by
Apache Storm Trident and data management tools like JetStream [14].

A significant effort to formalize stream computing in a way that captures the
liveness of input data and the results by design is the window concept. Win-
dows are stream operators that offer a mechanism to specify when old data is
discarded (eviction policy), when to trigger a computation over the accumulated
data, what function defines the computation and how it manages intermedi-
ate states that lead to the result (which may involve data duplication). Many
complex applications such as live machine learning are based on the concept
of window [6, 8, 15]. Active research is carried out both at the level of perfor-
mance optimizations [6] and expressivity (e.g., extended triggering mechanisms
and watermarking [4]).

3 Big data use cases with emerging analytics uncertainty

Big data analytics is data-centric: it needs to constantly adapt and evolve to
match the nature of the data available to it. This contrasts the traditional ap-



proaches that require the data to adapt to the application. In this section, we
develop this perspective using three illustrative use cases where the analytics
uncertainty is the main driver for the need to adapt.

A /B Testing: A big data solution running in production often has to solve a
difficult trade-off: on one hand it has to be stable enough to deliver consistent
results, but on the other hand it needs to be constantly refined to maximize
the delivered value (i.e., can further value be extracted?). Despite significant
advances in techniques to reduce the cycle of adopting innovation in production
through agile DevOps-based software engineering, such approaches are insuffi-
cient for big data analytics. As a consequence, A/B testing (also called split-run
testing) is often employed: the main stable solution A is constantly producing
results, while an alternative, trial-and-error B solution running in parallel is used
to challenge the results. If the B solution obtains a better result, it already re-
places the initial result. Eventually, if the B solution consistently delivers better
results, then it replaces the A solution and the process restarts.

Machine Learning: A key class of applications that are based on big data an-
alytics is machine learning. Similar with A /B testing, machine learning typically
trains and deploys a stable model (i.e. the champion model), while at the same
time it needs to continuously improve it. To accelerate the improvement of the
champion, a typical approach is to construct alternative models (trained with
different data, different or variations of the main algorithm, or a combination
thereof) that challenge the champion model for the top spot. The challenge in
this context is to run both the champion and the challenger model in a seamless
fashion, so that they complement each other and generate mutual feedback used
for online improvement.

Deep Exploration: Big data is a powerful tool to discover trends and extract
insight out of data without necessarily knowing in advance what to look for. The
thin line between this and machine learning is given by the goal of the analysis,
which for exploration algorithms moves from building a model that solves a
particular well defined problem to synthesizing the data, i.e., transforming the
data from its raw form into an knowledge augmented form. In this process,
various hypothesis and classes of exploration operations are carried with respect
to the data [5]. This raises the need to enable efficient multi-path exploration,
mainly against large data sets or within performance constrains.

4 Limitations of state-of-art and opportunities

Current state of art approaches described in Section 2 lack the support to deal
with the analytics uncertainty as illustrated in Section 3. This happens both at
conceptual level (i.e., users lack mechanisms and APIs from the runtime and
need to implement their own application-level approach) as well as at runtime
level (i.e., the runtime is unaware of the intent of the application to deal with



the analytics uncertainty and therefore misses optimization opportunities). In
this context, we identify two important dimensions:

The breadth uncertainty: When users need to process the same data set with
multiple algorithms simultaneously, they need to manage complex workflows and
intermediate states at application level: when to branch into an alternate direc-
tion, what intermediate state to compare with, where to roll back to try a differ-
ent direction, etc. Lacking support from the runtime, users are forced to interact
with various layers explicitly (e.g., use the storage layer to persist intermediate
states), which can lead to scalability and performance issues. Furthermore, un-
aware of the relationship between the alternate directions, the runtime will often
perform suboptimally (e.g., duplicate data unnecessarily). Thus, an interesting
research direction in this context is how to expose a data processing model that
natively enables the exploration of alternate directions, which ultimately enables
the construction of optimized runtimes.

The temporal uncertainty: In addition to processing the same data set with
multiple algorithms simultaneously, an important aspect of the analytics uncer-
tainty is also the temporal dimension. Specifically, as new data is accumulating,
the question of “freshness” arises: does it make sense to process all available
data or focus only on the most recent data to gain the most relevant insight into
the future? Where is the right trade-off, i.e. how far back into the history does
it make sense to search? Answering such a question naturally leads to the need
of combining batch processing with stream processing. However, the current big
data analytics frameworks is fragmented: users have to use different runtimes
for different jobs. This becomes an issue both because the application has to ex-
plicitly manage different jobs on different runtimes (which leads to complexity)
and because the runtimes do not talk to each other (e.g. share common data
and states) and as such perform suboptimally. Thus, an interesting research di-
rection is to extend data processing models with native support to focus on the
temporal aspect.

5 Conclusions

In this paper we studied the problem of analytics uncertainty: how to enable
extracting valuable insight from an ever-increasing data market whose useful-
ness is not known in advance. We identified several use cases where this problem
arises and discussed the limitations of existing state of art big data analytics
approaches in handling such use cases. Our view argues in favor of the need to
build a more expressive data management model that facilitates the construction
of corresponding optimized runtimes. In this context, we highlighted the impor-
tance of addressing two uncertainty dimensions: breadth and temporal. Based on
the findings, we plan to explore these two directions in future work.
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