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Abstract. This paper proposes an efficient algorithm for personal iden-
tification with biometric images. In identification based on image com-
parison, the number of comparisons is an important factor to estimate the
total processing time in addition to the processing time of a single com-
parison. Maeda et al. proposed an identification algorithm that reduces
the number of comparisons from the linear search algorithm, however
the processing time of each comparison is proportional to the number
of registered images. The algorithm in this paper is an improvement of
the algorithm by Maeda et al. with constant-time image comparisons.
This paper evaluates the algorithms in terms of the processing time and
the accuracy with practical palmprint images, and proves that the novel
algorithm can reduce the number of image comparisons from the linear
search algorithm as the algorithm by Maeda et al. without loss of the
accuracy.

1 Introduction

Personal authentication is an essential issue in many systems, especially, biomet-
ric authentication is an important technology to compensate some weaknesses
of token- and knowledge-based authentication [6]. With the spread of computers
and networks, the number of persons who use each application system is sup-
posed to become huge. For authentication based on biometric information, there
exist two possible procedures of matching, that is, verification and identifica-
tion [6]. Identification searches for the target person, while verification confirms
that the target person is a particular person. Identification requires a long pro-
cessing time and it becomes more conspicuous in systems with a large number
of users.

The aim of this paper is an acceleration of personal identification with bio-
metric images. If biometric images are formalized as numerical vectors, the iden-
tification can be reduced to the problem of nearest neighbor search, that is, to
search a set of vectors for the most similar vector to the input vector. Hence, an
approach to the aim is an acceleration of nearest neighbor search by a suitable
data structure [4] or an approximation [5]. In some practical systems, however,
the process of image matching is implemented as a distinct module and treated
as a black box whose input is a pair of two images and output is a similarity
between the two images. In such a situation, identification should be conducted



on the basis of image comparisons. In this paper, we focus on such comparison-
based algorithms for identification with biometric images.

If we arrow some deterioration of accuracy, we can consider a method that
searches for an image whose similarity with the input image is larger than a given
threshold, instead of the most similar image. In this method, the processing time
can be reduced by stopping the search when a similar image is found. Maeda
et al. [9] proposed an identification algorithm (MSM) that reduces the number
of image comparisons in the linear search. The main idea of the algorithm is
that, for N images that were registered for authentication, a similarity between
any pair of the registered images is calculated in advance, and then the order of
comparisons with the input image is decided according to the N ×N matrix of
the similarities. They reported that the average number of comparisons is exper-
imentally O(

√
N), while that in the linear search is O(N). However, the process

to choose the image for each comparison is comparing the N row vectors in the
matrix, hence the processing time of a single image comparison is proportional
to N . Therefore, the total processing time is estimated to be proportional to
N3/2 on the assumption that the number of comparisons is O(

√
N) [3].

In this paper, we propose an identification algorithm with biometric images
as an improvement of MSM. The main idea is to prepare the order of image
comparisons statically by a kd-tree [4] instead of the dynamic O(N) computation
from the N ×N matrix. By the assumption of comparison-based identification,
any algorithm requires O(N) comparisons of images. The time complexity of the
novel algorithm is no more than O(N). Additionally, we examine the processing
time and the accuracy of the three identification algorithms, the novel one, MSM,
and the linear search, with the features extracted by Scale-Invariant Feature
Transform (SIFT) [7, 8] from practical palmprint images. We confirm that the
novel algorithm reduces the number of image comparisons as MSM and does not
worsen the accuracy.

2 Preliminaries

The problem of personal identification with biometric images is called identi-
fication. In identification, each image corresponds to a person. The input of
identification consists of an image (called an input image) and a set of images
(called a set of templates). The output is the name of the person judged to cor-
respond to the input image or “null” if the person of the input image is judged
to be not included in the persons of the templates.

In the rest of this paper, we consider comparison-based algorithms for identi-
fication. We suppose that an idea of similarity on biometric images is given and
only the similarity of images can be obtained as leads for identification. Then,
the linear search algorithm is, for a given threshold,

– Compare the input image with each template in the set successively in an
order;

– If a template whose similarity with the input image is not less than the
threshold is found, then output the person of the image and terminate;



– If the similarities with every templates are less than the threshold, output
“null” and terminate.

For the accuracy of an identification algorithm, we consider “the rate that
the person who corresponds to the output image is different from the person of
the input image”, and this rate is called the error rate (ER) of the algorithm.

3 The Algorithm

We propose an identification algorithm that reduces the number of image com-
parisons in the linear search algorithm by a tree for deciding the order of image
comparisons.

Let N be the number of templates and ti a template for 1 ≤ i ≤ N . First,
we make the N × N matrix whose (i, j)-element mij is the similarity between
ti and tj for 1 ≤ i, j ≤ N . Then, we construct a tree that decides the order of
image comparisons as follows.

1. Choose ℓ templates for the initial comparisons;
2. Construct a kd-tree for the N ℓ-dimensional vectors obtained by 1;
3. Add an order of image comparison to each leaf of the tree in 2 on the basis

of Euclidean distance on the ℓ-dimensional vectors.

Let tr1 , tr2 , . . . , trℓ be the ℓ templates chosen in the process 1. In process 2,
the kd-tree is constructed for the N ℓ-dimensional vectors

(m1r1 ,m1r2 , . . . ,m1rℓ), (m2r1 ,m2r2 , . . . ,m2rℓ), . . . , (mNr1 ,mNr2 , . . . ,mNrℓ),

and each of the N leaves corresponds to a unique template. In process 3, an
order of image comparisons is expressed as a list of the N templates, and the
order for the leaf of ti is decided as follows.

– The first template is ti;
– The rest is the list of the templates except for ti such that the jth template

is nearer to ti than (j + 1)th template for 1 ≤ j ≤ N − 2,

where the distance between ti and tj is the distance between (mir1 ,mir2 , . . . ,mir3)
and (mjr1 ,mjr2 , . . . ,mjr3).

With the previous tree, identification is conducted as follows.

1. Compare the input image with the ℓ templates and obtain an ℓ-dimensional
vector;

2. Search the nearest vector to the obtained vector in the constructed tree, and
decide the order of comparisons;

3. Conduct the linear search algorithm with the decided order.

The process 1 requires ℓ comparisons of images. Generally, nearest neighbor
search with a kd-tree in N ℓ-dimensional vectors needs O(N1−1/ℓ) time. In the
process 3, since we have a fixed order of image comparisons, the processing time
of a single comparison is constant. Therefore, the total processing time of the
proposed algorithm is no more than O(N). The practical number of image com-
parisons in the proposed algorithm is examined experimentally in the following
section.



4 Experiments

The proposed algorithm in Section 3 was applied to practical palmprint images
and evaluated in terms of the ER and the number of image comparisons.

4.1 Image Matching

We consider a matching of SIFT features for the comparison of palmprint images.
This subsection defines the similarity on palmprint images for identification. In
this paper, the region of interest on each palmprint was extracted as the circle
that covers the maximal part on a palm as [3].

SIFT is one of the popular methods for image matching and object recogni-
tion and the detailed mechanism can be found in [7, 8]. SIFT translates an image
into a set of key points and each key point has a vector as its feature. Then,
a comparison of two images is done by matching two sets of key points. There
exist several possible procedures for the matching of key points. In this paper,
the similarity on images (that is, sets of key points) is defined as follows. Let P
and Q be two sets of key points and v(p) the feature vector of a key point p. We
consider qp, pq, and m such that

– For any p ∈ P , qp ∈ Q satisfies that ∥v(qp)− v(p)∥ is the smallest in Q.
– For any q ∈ Q, pq ∈ P satisfies that ∥v(pq)− v(q)∥ is the smallest in P .
– m is the number of the pairs of p ∈ P and q ∈ Q such that qp = q and

pq = p.

Then, the similarity of two images whose features are respectively P and Q is
defined to be m/max{|P |, |Q|}.

4.2 Results

The experiments were conducted on the PolyU Palmprint Database [2]. For the
practical process of SIFT, the function “SiftFeatureDetector” in OpenCV [1]
was used. The parameter “threshold” of the function was fixed at 0.01 and
the other parameters were set to the default values according to the results of
some preparatory experiments about the processing time and the error rate of
matching.

In addition to the proposed algorithm, MSM [9] and the linear search algo-
rithm were applied to a sample set of palmprint images. The set contains 1, 200
images that consists of 8 images times 150 persons. We separated the set into
two sets of 4 × 150 images for templates and input images, and repeated each
experiment with swapping the sets. The number of image comparisons in MSM
depends on the choice of the pair of images for the first comparison, and that
in the linear search depends on the order of templates in addition to the choice.
Therefore, identification for the two algorithms were repeated for any combina-
tion of the initial pair (600 × 600 patterns), and moreover a cyclic order was
chosen randomly and fixed for the repetition in the linear search. As for the
proposed algorithm, the number of the repetition was 600.



Fig. 1. The ERs and the numbers of image comparisons in the proposed algorithm,
MSM, and the linear search algorithm.

Table 1. The optimum ERs and the numbers of image comparisons at the point of
the optimum ERs in the proposed algorithm, MSM, and the linear search algorithm.
∗ is the rate against the number in the linear search algorithm.

ER ♯comparisons (∗)
linear search 24.9 417.3 (1)
MSM 20.3 94.6 (0.23)
proposed 20.2 123.4 (0.30)

We fixed the number of initial comparisons ℓ = 10 in the proposed algorithm
and 10 initial templates were chosen randomly. Figure 1 shows the ERs and
the number of image comparisons in the proposed algorithm with 10 initial
comparisons, MSM, and the linear search algorithms at the different values of
the threshold for the image similarity. The optimum ERs and the numbers of
image comparisons at the optimum points are summarized in Table 1. The results
report that the ER of the proposed algorithm is small compared to the linear
search algorithm and almost same as MSM. The number of image comparisons in
the proposed algorithm was drastically reduced from the linear search algorithm
and is slightly larger than MSM.

5 Conclusion

This paper proposed an efficient algorithm for personal identification with bio-
metric images as an improvement of the algorithm by Maeda et al. (MSM) [9].
We replaced the O(N) process required for every image comparisons in MSM
into an overhead of a single O(N) process, where N is the number of the tem-
plates. The proposed algorithm, MSM, and the linear search algorithm were
evaluated with practical palmprint images in terms of the processing time and
the accuracy. By the evaluation, we confirmed that the proposed algorithm can



reduce the number of image comparisons from the linear search algorithm with
no loss of the accuracy similarly as MSM.

In the experiment of the proposed algorithm, the number of initial compar-
isons was fixed to be 10, however the optimum number in the senses of the ER
and the number of comparisons is not clear. To make clear the relation between
the optimum number and the number of templates is one of our future work.
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