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using Algebraic Constructs
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Abstract. In general, the modeling and analysis of algoritheystems
involve discrete structural elements. However, thedeling and
analysis of recursive algorithmic systems can beedo the form of
differential equation following control theoretigp@roaches. In this
paper, the modeling and analysis of generalizedrigfgnic systems
are proposed based on heuristics along with z-dorftamulation in
order to determine the stability of the systems.e Trecursive
algorithmic systems are analyzed in the form ofedéntial equation
for asymptotic analysis. The biplane structure impByed for
determining the boundary of the recursions, stgbdind, oscillatory
behaviour. This paper illustrates that biplane citmal model can
compute the convergence of complex recursive dlyoit systems
through periodic perturbation.

Keywords: recursive algorithms, z-domain, stochastic, cdrttieory,
perturbation.

1 Introduction

The algorithm design and analysis are the fundamhesmpects of any computing
systems. The modeling and analysis of algorithnmvige an analytical insight along
with high-level and precise description of the fiimgalities of systems [3, 4, 6]. In
general, the recursive algorithms are widely emgdbyin many fields including
computer-controlled and automated systems [10].dificeally, the algorithms are
analyzed within the discrete time-domain payin@rion to the complexity measures.
However, the convergence property and the stalalitglysis of the algorithms are two
important aspects of any algorithmic systems [1@]case of recursive algorithms, the
convergence analysis is often approximated caseabg. The asymptotic behaviour of
algorithms is difficult to formulate with generaditton [4, 10]. The asymptotic behaviour
of stochastic recursive algorithms is formulateddoystructing models [10], however,



such models fail to analyze the stability of thgosithm in continuous time domain
throughout the execution. This paper argues thatsthbility analysis of any algorithm
can be performed within the frequency-domain by sodering the algorithms as
functional building blocks having different configtions. In order to perform
generalized frequency-domain analysis, the algmstiare required to be modeled and
transformed following the algebraic constructs. tkermore, this paper proposes that
boundary of execution of recursive algorithms cam dnalyzed following biplane
structure and the stability of the algorithms canobserved in the presence of stochastic
input by following the traces in the biplane sturet bounding the algorithms. The
proposed analytical models are generalized witlamyt specific assumptions about the
systems and thus, are applicable to wide arraylgdrishmic systems. This paper
illustrates the mechanism to construct analyticaldeh of any complex algorithmic
system and methods to analyze the stability objfs¢em under consideration. The rest of
the paper is organized as follows. Section 2 dessrielated work. Section 3 illustrates
the modeling and analysis of the algorithms in dietpy-domains and their stability
analysis using biplane structure. Section 4 andrésgnt discussion and conclusion,
respectively.

2 Related Work

The modeling of computer systems and algorithmasisful to gain an insight to the
designs as well as to analyze the inherent pragsecti the systems [2, 3, 4, 6, 7, 10]. For
example, the fusion of models of artificial neunatwork (ANN) and fuzzy inference
systems (FIS) are employed in many complex comgugystems. The individual models
of the ANN and FIS are constructed and their imtgpas are analyzed in order to
establish a set of advantages and disadvantagesoaviag the complexities of these
systems [1]. The other successful applications ofleling techniques to the distributed
algorithms and the distributed database in vieRWetfi Nets are represented in [2, 6]. It is
illustrated how Petri Nets can be employed to maial analyze complex distributed
computing algorithms [2]. However, in case of disited database, the concurrency
control algorithms are modeled by formulating exesh place/transition net (EPTN) [6].
The EPTN formalism is a derivative of the Petri §dh structured peer-to-peer (P2P)
networks, the random-walks mechanism is used tdéeimgnt searching of information in
minimum time. The model of searching by random-watk P2P network is constructed
to obtain analytical expressions representing perdmce metrics [3]. Following the
model, an equation-based adaptive search in P2foriets presented. The analysis of
probabilistic as well as real-time behaviour and ttorrectness of execution are the
challenges of systems involving wireless sensowaoids (WSN). Researchers have
proposed the modeling techniques of WSN to anatiizebehaviour, correctness and
performance of WSN by using Real-Time Maude [4]eTReal-Time Maude model
provides an expressive tool to perform reachakbditglysis and the checking of temporal
logic in WSN systems. On the other hand, the madeknd analysis of hand-off



algorithms for cellular communication network arenstructed by employing various
modeling formalisms [5, 8]. The modeling of fashteoff algorithms for microcellular
network is derived by using the local averaginghudt[5]. The performance metrics of
the fast hand-off algorithms and the necessary itiond of cellular structures are
formulated by using the model construction. In &eotapproach, the modeling technique
is employed to evaluate the hand-off algorithmscdigtular network [8]. In this case, the
model is constructed based on the estimation offi¢yi@ecision Probability (WDP) and
the hand-off probability [8]. In the image procegssystems, the modeling and analysis
of signals are performed by designing the slidingdew algorithms. Researchers have
proposed the Windowed Synchronous Data Flow (WSBD&jlel to analyze the sliding
window algorithms [7]. The WSDF is constructed agatic model and a WSDF-balance
equation is derived.

The analysis of convergence of any algorithm isnaportant phenomenon [9, 10]. The
convergence analysis of canonical genetic algosthsnanalyzed by using modeling
techniques based on homogeneous finite Markov cf&in The constructed model
illustrates the impossibility of the convergencecahonical genetic algorithms towards
global optima. The model is discussed with respethe schema theorem. On the other
hand, the modeling and analysis of generalizedhsst@ recursive algorithms are
performed using heuristics [10]. The heuristic magplains the asymptotic behaviour
of stochastic recursive algorithms. However, thedehadoes not perform the stability
analysis of the recursive algorithms in the presesfcstochastic input.

3 Modelsof Algorithmsin z-domain

The z-domain analysis is widely used to analyzedgreamics and stability of the discrete
systems. The computing algorithms can be modeleztdomain in order to construct
heuristic analysis as well as stability analysisttaf various algorithmic models in the
view of the transfer functions.

3.1 Singular model

In the singular model, the algorithm is consideasd transfer function with single input
and single output (SISO) mechanism. The schemapiesentation of the singular model
is presented in Fig. 1.

ﬂk)——- A —= vk

Fig. 1. Schematic representation of singular model



In SISO model, the algorithmsAacts as a discrete transfer function for instakce®, 1,
2,3, ... N and transfers the discrete infily into corresponding discrete outpy(k).
Let, a non-commutative composition of any two fimrs x and y is described asyx
Thus, the dynamics of the singular algorithmic made be composed agk) = A;(f(k))

= (Af)(K). Let, a; = (Agf), hence in z-domain(z) = & - ¢ » ay(k).z* = ay(z). The
algorithmic transfer function is stabledf(z) is a monotonically decreasing function for
sufficiently large k.

3.2 Chained model

In the chained model of the algorithmic system, imdependent algorithms are put in
series as illustrated in Fig. 2.

f(k)—p _-*\1 Al ————— V(k)

Fig. 2. Schematic representation of chained model

In the chained model, two algorithms act as inddpanhtransfer functions transforming
discrete input to discrete output at every instanthus, the overall transfer function of
chained model can be presentedwdl) = (Ax01)(K) = axi(k). Hence, in the z-domain
V(z) = a,4(z) and the chained algorithms are stable,i{z) is monotonically decreasing
for sufficiently large k.

3.3 Paralldl models

In case of parallel model, two (or more) independdgorithms execute in parallel on a
single set of input at every instant k and, thalfioutput of the system is composed by
combining the individual outputs of the algorithn#s.2-algorithms parallel model is
illustrated in Fig. 3.

k) Ay
+
‘ v(k)

A, &

Fig. 3. Schematic representation of 2-algorithms parafietiel



So, in the 2-algorithms parallel model, the outputomputed asy(k) = (Af)(K) +
(A2 (K) = as(k) + ay(k). Hence, in the z-domain the discrete valuethefoutput can be
presented asy(z) = a,(z) + a,(z). This indicates that a parallel algorithmic teys is
stable if either the individual algorithmic transfanctions are monotonically decreasing
or the combined transfer function of the systermoisverging for sufficiently large k. On
the other hand, the 2-algorithms parallel model lwarfurther extended to parallel-series
model by adding another algorithm in series astitated in Fig. 4.
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Fig. 4. Schematic representation of 2-algorithms parakeles model

However, in this case algorithmsAransforms the output of parallel computation in
deterministic execution at discrete instances kaddethe final output of the system is,
Vi(K) = Ag(ay(K) + ax(k)). As, v(K) = ay(k) + ay(k), thusv(k) = as(k), whereas = (AzyV)
and w(z) = as(z). The parallel-series model is stableni{z) is a converging function.
This indicates thaty(z) can be stable evenvfz) is diverging function provided £v(z))

is a monotonically converging function.

3.4 Recursion with stochastic obser vation

The recursive algorithms are widely used in comqmuBystems. The fundamental aspect
of any computing system involving the recursiveoaihm is the existence of a feedback
path as illustrated in Fig. 5. In the feedback atgmic model, the feedback path is
positive and the feedback gain can be either unmigan have any arbitrary transfer-gain.

A ——)— [ o)

L

unit-gain: 17 = 1; transfer-gain: 1 = A;

n

Fig. 5. Schematic representation of recursive model

In pure recursive computing model, the feedback pall have unit gain and the system
will be controlled by external inputk) at k = 0, whereas the further input seriesh® t



system will change to(k) due to positive feedback for* 0, wheref(k > 0) = 0. The
behaviour of such system can be analyzed by uswogfdarmalisms such as, heuristics
and z-domain analysis techniques.

3.4.1 Heuristics analysis

The generalized difference equation of the recersigorithmic system is given agk)
= Ai(Ax(v(k-1)) + f(k)). In case of positive feedback with unit gathe closed-loop
difference equation controlling the system is giasn

V(K) = Aq(v(k-1) +1(k)) 1)
Equation (1) represents a recursive algorithm witichastic inpuf(k), where A is a

deterministic function having a set of regularitynditions. The functiorf(k) can be
generalized by using some functipas,

f(k) = y(v(k-1), f(k-1), e(k)) 2)
where,g(k) is an arbitrary error in the system at the exiea instant k.
The stability of whole system depends on the stgbif equation (2). Iff(k) is
exponentially stable within a small neighborhoodusrd k after some point b ¢ b),
then [10],
B(v(b-1),f(b)) =h(v(k)) +r(b) (3)

where, B(v(k-1), f(k)) = As(v(k-1) + f(k)), h(v( )) = EB{, f(b)) andr(b) is a random
variable with zero mean. Thus, equation (1) carebeesented as,

V(k) = B(v(k-1), f(k)) (4)
Hence, equation (4) can be approximately evaluaghdeen k and k+a @0) as,

v(k+a) =v(K) + Zj - 1, keaB(V(-1), ()
=V(K) + Zj= i1, keaN(V(K)) + Z) = a1, keal (1)
= Vv(k) + ah(v(k)) %)

In equation (5), the random variable is eliminatedit has the zero mean. Hence, the
differential equation at point a is given by,

lima_o[v(k+a) —v(K))/a = dv(k)/da =h(v(K)) (6)



Thus, the asymptotic properties of the equationcél) be further derived from equation
(6) in the form of derivative for any specific resive algorithmic system.

3.4.2 Stability in z-domain

For the stability analysis in z-domain, it is assahthat A(K) represents the gain factor
of A; at k-th instant of execution of the algorithm. Noxk) = (n(v(k-1)) + f(k))A1(K),
wheref(k) is a singular external input to, Alefined asf(k) = m if k = 0 andf(k) = 0
otherwise. Hencey(k) = nAy(k)v(k-1) + f(K)A.(K). Initially at k = 0,v(0) = mAy(0).
Hence,v(k) = nA(k)v(k-1) + mA(0). If the system is purely recursive, then feattba
gain is unity § = 1) andv(k) = Ay(K)v(k-1) + mA(0). Thus, in the z-domain the system
will be represented ag(z) = mA(0)z/(z-1) +Zx =2, A.(K)v(k-1)Z*. Deriving further one
can get,

V(z) = mA(0)z/(z-1) + {A(1)v(0)/z + A(2) v(1)/z2 + o }
= mi0)z/(z-1) + MA(0) Sy = 1. As(K) Z¥ +
=20 (M= ka Ari)} V(K-2) 2
= mg0)z/(z-1) + mA(0)[A1(z) — A(0)] + A, (7

whereA; = Zy = 2,0 {1z k k1 A1()} V(K-2) z«
The system will be stable A, will minimize or converge for sufficiently large k

3.5 Functional properties

The functional properties of a generalized recersilgorithm with unit positive feedback
analyze the stability of the overall system in thresence of oscillation, if any. In
addition, the concept of biplane symmetry can bedu® analyze the bounds of a
recursive algorithmic system. The generalized ggaralgorithmic model with positive
transfer-gain is represented\gk) = A;(Ax(v(k-1)) +f(k)). Let, (AilA,) = o andf(k) is a
singular external input to algorithm defined k) = m if k = 0 andf(k) = O otherwise.
Thus, the initial output value ig0) = A;(m) andv(k) = 3(d), where d = A(m). Now, if
A, is a unit gain factor, then the system reduces pore recursive algorithm such that,
v(k) = A(d), k> 0. The stability and behavioral properties of taeursive algorithmic
system can be further analyzed as follows.

3.5.1 Stability and Convergence
Let, £ ® - Ris a stochastic function defined on spacsuch thatd(d) O £(®) O ® and

| £(®) | > 1. Now, for k> 0, thed(d) O £4(®) such that, eithef(®) n -£"{(®) = {¢} or
£R) n £YR) # {¢ depending on the dynamics. A system is boundeff'f{(®) O



£4(®). The boundary ob(d) is A = ni= 1 « £(R). A e-cut of £(®) is defined asf 0
£4(®) such thatJa O £ the following condition is satisfiect O £(®) and a> €. An
instantaneous remainderﬁ‘f(@) is given by, fi. = (fk(@) - f«e)- A system is stable at
point N if the boundar@y # { @}, where 1< |Ay | < w and w<< N. A converging system
is a stable system at recursion level N witly | = 1.

3.5.2 Divergencein systems

Let, in a systend*(d) O fy.1) whereass (d) O fie and8(d) O f1, Such that,5'(d)
< 3(d) < 3*%(d). The system is divergent fix1)e N fxe N Frerx = {@ A divergent
system is unstable if the limit of recursiomrk 1.

3.5.3 Biplane symmetries

Let, in a system for k 1, £4(®) = £#(®) and,£: ® - ® such that£)"(®) = £ (®) where,
£®R) n £ (®) = {¢}. Furthermore £, is thee-cut of £ (®) andf; is thee-cut of £(®),
whereas the corresponding remainders &reand £, respectively. Letd’(d) O £(®) for
p=1,3,5, ... and’(d) 0 £ (®) for g = p + 1. Now, if %,; = &"(d) and y.; = 8)(d),

=0,2,4,6....... , then following set of predicates occur in the system,
Pl= [(x, O :f-g) O (Xp+2 O F&) O (X4 D__f-g) O, ]
P2= [(x, O _fs) O Xpr2 O fe) O (Xp+a O fs) [ ]
P3= [(Yg O f+e) O (Yarz 0 fre) O ¥gra D fre) Do ]

P4 (X 0 f2)
P5= (Xpu 0 fe)
PG:’ (yq+j O 7{‘*8)
P& (yq+j O ‘f’*s)

The possible combinatorial distributions of pretksain a recursive algorithmic system
are, Rz, Pos, Py, Pi7, Pse, Ps7 Where, B, = (Pald Pb). If distributions B and R; are valid

in a recursive algorithmic system, then it is aldoiie-symmetric algorithmic system.
Otherwise, if the distributionsfPand R are valid in a system, then the system is a
biplane-asymmetric system. Furthermore, if therifligtion P is satisfied in a recursive
algorithmic system, then the system is having dyatmetry between biplangsandf

and the system is represented gf]. On the other hand, if the distributionsRs
satisfied in a recursive algorithmic system, thie@ $ystem is called Bounded-Periodic-
Perturbed (BPP) system representedfas (n this case, the system is bounded within
andf planes, however periodic perturbations occur withe domair..



3.5.4 Oscillation in recursive systems

In a biplane-symmetric system if the following peofles hold, then it is called the
biplane-symmetric oscillatory recursive systém, d, | %| = | %] = | %+ = | ¥+ and x

+ ¥q = Xoij + ¥qei = 0. However, in aflf ] system if the following conditions hold, then
the system is called asymmetrically oscillatingwesn£ andf planes for values of s (s
=0,4,6...... ),Dp, q, I )6+s| = | )ﬁ+s|, | )$3+s+2| = | )6+s+2| and ¥+s T Yg+s = 0, Xors+2 T Yg+s+2

= 0. If a recursive algorithmic system is osciltgtothen it is a deterministic but non-
converging system.

A recursive algorithmic system is deterministic axmhverging if there exists a constant
C such thatXp - 1, N(XptYp+1) = Zp =1, M(XpHYps1) = C, where N# M. This indicates that, a
deterministic and converging recursive algorithnigstem should be in damped
oscillation (stable) and should contain idempoter@g the other hand, an oscillatory
non-converging recursive algorithmic system is f@mpotent requiring strict
consistency conditions.

4 Discussion

Traditionally, the recursive algorithmic systeme analyzed by using heuristics as well
as asymptotic methods following difference equatioften, the differential equation is
formulated in place of difference equation in orderconduct analysis in continuous
plane avoiding the complexity. However, the gerieedl z-domain analysis of
algorithmic systems in a discrete plane offersraight towards the understanding of the
overall stability of the algorithmic systems.

The perturbation analysis of a system using biplatracture captures the inherent
oscillation in the system. The determinism of cogeace of the recursive algorithmic

systems with stochastic input can be computed usiagsymmetry of biplane structure.

As a result, the idempotent property of the resmersilgorithmic systems becomes easily
verifiable in case of complex systems. Thus, dejndpon the idempotent property of

the complex recursive algorithmic systems, the eypgate consistency conditions can be
designed.

5 Conclusion

The analysis of stability and behaviour of any alfpnic systems can be accomplished
by modeling such systems as a block having trarisfetional properties. The z-domain
analysis of algorithmic models captures the oveesponse trajectory and the stability of
the algorithmic systems. The complex recursive ritlgmic systems can be analyzed by
modeling in view of z-domain and biplane structdrkee heuristics and z-domain models



of a generalized recursive algorithmic system vetbchastic input reduce the overall
system to the deferential equation presenting §mamiic behaviour of the recursive
algorithm. On the other hand, the biplane structletermines the boundaries of the
recursive algorithmic systems. In addition, theldme structural model of recursive
algorithmic systems serves as a tool to analyzesiélatory nature of the recursions as
well as the stability of the algorithmic systemdieTbiplane structural model helps to
achieve periodic perturbation into the system dyinanand determining convergence
conditions, which enables to design the appropdatesistency conditions.
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