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ABSTRACT

In�uence maximization is the problem of �nding in�uent nodes in
a graph so as to maximize the spread of information. It has many
applications in advertising and marketing on social networks. In
this paper, we study the problem of sequentially selecting seeds in
the network under the hypothesis that previously activated nodes
can still transfer information, but do not yield further rewards.
Furthermore, we make no assumption on the underlying di�usion
model. We refer to this problem as online in�uence maximization
with persistence. We �rst discuss scenarios motivating the problem
and present our approach to solve it. We then analyze a novel
algorithm relying on upper con�dence bound on the so-called miss-
ing mass, that is, the expected number of nodes that can still be
reached from a given seed. From a computational standpoint, the
proposed approach is several orders faster than state-of-the-art
methods, making it possible to tackle very large graphs. In addition,
it displays high-quality spreads on both simulated and real datasets.
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1 INTRODUCTION

Advertising based on word-of-mouth di�usion in social media has
become very important in the digital marketing landscape. Nowa-
days, social value and social in�uence are arguably the ho�est
concepts in the area of Web advertising and most companies that ad-
vertise in the Web space must have a “social” strategy. For example,
on widely used platforms such as Facebook or Twi�er, promoted
posts are interleaved with normal posts on user feeds. Users interact
with these posts by actions such as “likes” (adoption), “shares” or
“reposts” (network di�usion). �is represents an unprecedented tool
in advertising, be it with a commercial intent or not, as products,
news, ideas, movies, political manifests, tweets, etc, can propagate
easily to a large audience [32, 33].

Motivated by the need for e�ective viral marketing strategies,
in�uence estimation and in�uence maximization (IM) have become
important research problems, at the intersection of data mining
and social sciences [10]. In short, IM is the problem of selecting a
set of nodes from a given di�usion graph, maximizing the expected

spread under an underlying di�usion model. �is problem was in-
troduced in 2003 by the seminal work of Kempe et al. [18], through
two stochastic, discrete-time di�usion models, Linear�reshold (LT)
and Independent Cascade (IC). �ese models rely on di�usion graphs
whose edges are weighted by a score of in�uence. �ey show that
selecting the set of nodes maximizing the expected spread is NP-
hard for both models, and they propose a greedy algorithm that
takes advantage of the sub-modularity property of the in�uence
spread, but does not scale to large graphs. A rich literature followed,
focusing on computationally e�cient and scalable algorithms to
solve IM. �e recent benchmarking study of Arora et al. [1] summa-
rizes state-of-the-art techniques and also debunks many IM myths.
In particular, it shows that, depending on the underlying di�usion
model and the choice of parameters, each algorithm’s behavior can
vary signi�cantly, from very e�cient to prohibitively slow.

Importantly, all the IM studies discussed in [1] have as starting
point a speci�c model (IC or LT), whose graph topology and pa-
rameters – basically the edge weights – are known. However, this
assumption is unrealistic, and, recently, we have witnessed a trend
towards bridging the gap between theory and practical relevance
in the IM framework, along several dimensions.

In particular, one such dimension is the one of o�ine, model-
speci�c methods, which can infer the di�usion parameters or the
underlying graph structure (if unknown, or, as o�en the case, im-
plicitly overlaying the existing social graph), or both, starting from
observed information cascades [9, 11–13, 15, 27]. In short, infor-
mation cascades are time-ordered sequences of records indicating
when a speci�c user adopted a speci�c item.

�ere are however many situations where it is unreasonable or
counter-productive to assume the existence of relevant historical
data in the form of cascades. For such se�ings, online approaches,
which can learn the underlying di�usion parameters while running
di�usion campaigns, have been proposed. Bridging IM and infer-
ence, this is done by balancing between exploration steps (of yet
uncertain model aspects) and exploitation ones (of the best solution
so far), by so called multi-armed bandits techniques, where an agent
interacts with the network to infer in�uence probabilities [8, 30, 34].
�e learning agent sequentially selects seeds from which di�usion
processes are initiated in the network; the obtained feedback is
used to update the agent’s knowledge of the model.

Nevertheless, all these studies on inferring di�usion networks,
whether o�ine or online, rely on parametric di�usion models, i.e.,
assume that the actual di�usion dynamics are well captured by
such a model (e.g., IC). �is maintains signi�cant limitations for
practical purposes. First, the more complex the model, the harder to
learn, especially in campaigns that have a relatively short timespan,



making model inference and parameter estimation very challeng-
ing within a small horizon (typically tens or hundreds of spreads).
Second, it is commonly agreed that the aforementioned di�usion
models represent elegant yet coarse interpretations of a reality that
is much more complex and o�en hard to observe fully. For exam-
ples of insights into this complex reality, the topical or non-topical
nature of an in�uence campaign, the popularity of the piece of in-
formation being di�used, or its speci�c topic were all shown to have
a signi�cant impact on hashtag di�usions in Twi�er [9, 16, 25].

Our contribution. Aiming to address such limitations, we
study in this paper a model-free approach for online and adaptive IM,
in which the underlying assumptions for the di�usion processes are
kept to a minimal (if, in fact, hardly any). We argue that it can repre-
sent a versatile tool in many practical scenarios. More precisely, we
focus on social media di�usion scenarios in which in�uence cam-
paigns consist of multiple consecutive trials (or rounds) spreading
the same piece of information (be it a product, idea, post, hashtag,
etc). �e goal of each campaign is to reach (or activate) as many dis-
tinct users as possible, the objective function being the total spread.
At each round, the learning agent selects the seeds from which a
new di�usion process starts in the network, assuming a certain
notion of persistence, which is given the following interpretation: (i)
during a campaign, the agent may “re-seed” certain nodes (we may
want to ask a particular node to initiate spreads several times, e.g.,
if it has a strong converting impact), and (ii) nodes who were already
activated in the ongoing campaign, i.e., have adopted that piece
of information, remain “commi�ed to the cause” throughout, and
thus continue spreading the information and exerting in�uence on
their peers. Political campaigns are one obvious example of such a
scenario, but not the only one. Nowadays, many online marketing
strategies rely heavily on their adopters being “loyalists” or even
“brand fanatics” (e.g., think of Disney’s latest Star Wars movies).

We call this problem online in�uence maximization with persis-
tence (OIMP). Our solution for it follows the multi-armed bandit
idea initially employed in Lei et al. [19], but we adopt instead a
model-free perspective, whose only input is population targe�ed.
As an abstraction, our approach represents the graph as a forest
of depth-1 trees which are key to build the statistics that control
the decisions of the algorithm. As in [19], we assume that di�erent
campaigns are independent, but we further simplify the model by
the fact that the only feedback the agent can gather a�er each trial
are the activated nodes. �e rationale is that o�entimes, for a given
“viral” item, we can track in applications only when it was adopted
by various users, but not why. In particular, our approach does not
require the observation of successful or failed edge activations. In
our se�ing, a key di�erence w.r.t. other multi-armed bandit studies
for IM such as [8, 30, 34] is that these look for a constant optimal set
of seeds, while the di�culty with OIMP is that the seemingly best
action at a given trial depends on the activations of the previous
trials (and thus the learning agent’s past decisions).

�e multi-armed bandit algorithm we propose, called GT-UCB,
relies on a famous statistical tool known as the Good-Turing esti-
mator, �rst developed during WWII to crack the Enigma machine,
and later published by Good in a study on species discovery [14].
Our approach is inspired by the work of Bubeck et al. [6], which
proposed the use of the Good-Turing estimator in a context where

the learning agent needs to sequentially select experts that only
sample one of their child nodes at each trial. In contrast, in OIMP,
when a seed node is selected, it may have a potentially large spread
and may activate many nodes at once. Our solution follows the
well-known optimism in the face of uncertainty principle from the
bandit literature (see [5] for an introduction to multi-armed bandit
problems). In short, we derive an upper-con�dence bound on the
estimator for the remaining spread potential of each seed, and we
choose in a principled manner between explore and exploit steps.

�rough this approach, we show that e�cient and e�ective
in�uence maximization and di�usion campaigns can be done in a
highly uncertain or under-speci�ed social environment, along with
formal guarantees on the spread.

�e paper is organized as follows. We review other related works
in Section 2 and we formalize the IM model in Section 3. In Section 4,
we present the GT-UCB algorithm and we provide a theoretical
analysis for it in Section 5. We evaluate empirically this algorithm
in Section 6, by comparison to the state-of-the-art method from [19],
on both simulated and real data. We conclude in Section 7.

2 OTHER RELATEDWORK

We have already discussed in Section 1 some of the main related
studies in the area of IM. For further details, we refer the interested
reader to the recent survey in [1], which discusses the pros and
cons of the best known techniques for IM. In particular, the authors
highlight that the Weighted Cascade (WC) instance of IC, where the
weights associated to a node’s incoming edges must sum to one,
leads to poor performance for otherwise rather fast IC algorithms.
�ey conclude that PMC [24] is the state-of-the-art method to
e�ciently solve the IC optimization problem, while TIM+ [29] and
IMM [28] – later improved by [23] with SSA – are the best current
algorithms for WC and LT models.

Besides the already discussed o�ine methods for inferring the
di�usion network and its parameters, we mention here that a �rst
o�ine and model-free method for inferring the di�usion network
from existing cascades has been proposed recently in [26]. We
have in common with this work the goal to devise generic, non-
parametric methods, yet in a online IM framework.

Other methods have been devised to handle the prevalent un-
certainty in di�usion media, e.g., when replacing edge probability
scores with ranges thereof, by solving an IM problem whose robust
outcome should provide some e�ectiveness guarantees w.r.t. all
possible instantiations of the uncertain model [7, 17].

Methods for IM that take into account more detailed information,
such as topical categories, have been considered in the literature [2,
9, 31]. Interestingly, [25] experimentally validates the intuition that
di�erent kinds of information spread di�erently in social networks,
by relying on two complementary properties, namely stickiness and
persistence. �e former can be seen as a measure of how viral the
piece of information is, passing from one individual to the next. �e
la�er can be seen as an indicator of the extent to which repeated
exposures to that piece of information impact its adoption, and
it was shown to characterize complex contagions, of controversial
information (e.g., from politics). �eir notion of persistence is
related to a certain degree to ours, since it pertains to repeated
exposures to items in one’s social circle and their e�ects on spread.



3 MODEL

�e goal of the online in�uence maximization with persistence is
to successively select (or activate) a number of seed nodes in the
di�usion graph, in order to reach (or spread to) as many other nodes
as possible. We formally de�ne this problem next.

3.1 Background and problem de�nition

�e traditional problem of in�uence maximization (IM) is to select
a set of seed nodes I , under a cardinality constraint |I | = L, such
that the expected spread of an in�uence cascade starting from I (or
the expected number of activated nodes) is maximized. Formally,
denoting by the random variable S (I ) the spread initiated by the
seed set I , IM aims to solve the following optimization problem:

arg max
I ⊆V , |I |=L

σ (I ) := E[S (I )].

As mentioned before, a plethora of algorithms have been pro-
posed to solve the IM problem, under speci�c di�usion models.
�ese algorithms can be viewed as full-information and o�ine ap-
proaches: they choose all the seeds at once, in one step, and they
have the complete di�usion con�guration, i.e., the graph topology
and the in�uence probabilities.

In the online case, during a sequence of N (what we call herea�er
the budget) consecutive trials, L seed nodes are selected at each trial,
and feedback on the achieved spread from these seeds is collected.
Without precise in�uence mechanisms, the di�usion process in the
graph G can be loosely described as follows:

De�nition 3.1 (In�uence cascade). Given a graph G = (V ,E), by
selecting and activating a set of seed nodes It at step t in a campaign,
a di�usion is initiated and eventually terminates, reaching and
activating in the process other nodes in G. �e observed feedback
(or spread) S (It ) for It ’s selection are all the activated nodes, while
the associated reward consists of only the newly activated ones.

�e selection at a given trial can take into account (adapt to)
the feedback obtained at the previous trials. Formally, the problem
becomes the following:

Problem 1 (OIMP). Given a graph G = (V ,E), a budget of N
trials, and a number 1 ≤ L ≤ |V | of nodes to be activated at each trial,
the objective of the online in�uence maximization with persistence
(OIMP) is to solve the following optimization problem:

arg max
In ⊆V , |In |=L,∀16n6N

E

�������

⋃
16n6N

S (In )

�������
.

As noticed in [19], the traditional o�ine IM can be seen as a
special instance of the online one, where the budget is N = 1. Note
that, in contrast to persistence-free online in�uence maximization
– considered, e.g., in [30, 34] – the performance criterion used
in OIMP displays the so-called diminishing returns property: the
expected number of nodes activated by successive selections of a
given seed is decreasing, due to the fact that nodes that have already
been activated are discounted. We refer to the expected number
of nodes remaining to activate as the potential or missing mass of
a seed. �e diminishing returns property implies that there is no
static best set of seeds to be selected, but that the algorithm must
follow an adaptive policy, which can detect that the remaining

Experts

Basic Nodes

Figure 1: Forest of 3 depth-1 experts.

potential of a seed is small and switch to another seed that has
been less exploited. Our solution to this problem has to overcome
challenges on two fronts: (1) it needs to estimate the potential of
nodes at each round, without knowing the di�usion model nor the
activation probabilities, and (2) it needs to identify the currently
best seeds, according to their estimated potentials.

Other approaches for the online IM problem rely on estimating
di�usion parameters [19, 30, 34] – generally, a distribution over the
in�uence probability of each edge in the graph. However, the as-
sumption that one can estimate accurately the di�usion parameters
– and notably the di�usion probabilities – may be overly ambitious,
especially in cases where the number of allowed trials (the budget)
is rather limited. A limited trial se�ing is arguably more in line
with real-world campaigns: take as example political or marketing
campaigns, which only last for a few days.

In our approach, we work with parameters on nodes, instead of
edges. More speci�cally, these parameters represent the potentials
of remaining spread from each of the candidate seed nodes. We
stress that this potential can evolve as the campaign proceeds. In
this way, we can go around the dependencies on speci�c di�usion
models, and furthermore, we can relax signi�cantly the dependency
on a detailed graph topology, as discussed next.

3.2 From general graphs to forests of experts

By design, the internal graph topology on which our OIMP solution
executes is a a forest of depth-1 trees, where the root of each tree
represents an expert – in our se�ing, the experts are the candidates
for seed selection. Each expert is connected to an unknown and
potentially large base (the expert’s support) of basic nodes, each
with an unknown activation probability. For illustration, we give
in Figure 1 an example of such a depth-1 forest, having 3 experts
connected to 4, 3, and 4 basic nodes, respectively.

We stress that the input for our method remains a general di�u-
sion graph, as de�ned in Problem 1, and this represents the medium
over which at each trial the real di�usions happen and spread can
be observed. However, the simpler, depth-1 forest representation is
the one on which the sequence of adaptive IM trials of the campaign
will perform seed selections.

We thus complete the formal se�ing by assuming the existence
ofK expert nodes in the di�usion graphG = (V ,E) – corresponding
to the number of trees in the depth-1 forest – such that each expert
k ∈ [K] is connected to a set Ak ⊆ V of basic nodes. We denote
pk (u) the probability for expert k to activate the child node u ∈ Ak .

In the context of forests of depth-1 trees, the di�usion process
can be abstracted as follows:



De�nition 3.2 (Depth-1 forest in�uence cascade). When an expert
k ∈ [K] is selected at a given trial, each basic nodeu ∈ Ak is sampled
for activation, according to its probability pk (u). �e feedback (or
spread) for k’s selection consists of all the activated nodes, while
the associated reward consists of the newly activated ones.

Remark. Limiting the adaptive online method to working inter-
nally with such a forest of depth-1 trees may seem overly restrictive,
but our thesis is that this abstraction generalizes very well to the
current real-life social network scenarios. First, despite the fact
that we model the reach of every in�uencer by 1-hop links to the
to-be-in�uenced nodes, these edges may represent longer paths
in the real graph G. Second, since large social graphs are known
to have a modular structure, it is reasonable to assume that, by
choosing the experts carefully, one can maintain a minimal overlap
in their scopes of in�uence. Indeed, in social networks composed of
densely-connected communities with relatively few connections to
other communities, big hubs do not usually link to each other, and
those that are far from each other do not in�uence the same region
of the graph. Moreover, since most social networks are scale-free,
with a few large hubs controlling the information �ow through the
entire network, they exhibit good candidates for the role of experts.
In Section 4.2, we describe several strategies for choosing experts
that are as independent as possible, in this way abstracting away
from a general graph topology which may not fully describe the
di�usion channels anyway.

3.3 Missing mass and Good-Turing estimator

Given theK experts, the OIMP problem boils down to the following:
How should we select an expert at each step? More precisely, a good
algorithm for OIMP should aim at selecting the expert k with the
largest potential for in�uencing its children Ak . However, the true
potential value of an expert is a priori unknown to the decision
maker. We now describe our approach to estimate this value, using
the concept of missing mass:

De�nition 3.3 (Missing mass Rk,n ). Consider an expert k ∈ [K]
connected to Ak basic nodes and having already initiated in�uence
cascades in n trials (not necessarily consecutive), with respective
feedback Sk,1, . . . , Sk,n , where each Sk,i ⊆ V is the set of nodes
that were activated. �e missing mass Rk,n is the expected number
of new nodes that would be activated upon starting an+1th cascade
from k :

Rk,n :=
∑
u ∈Ak

1


u <

n⋃
i=1

Sk,i


pk (u),

where 1{·} denotes the indicator function.

De�nition 3.3 provides a formal way to obtain the remaining
potential of an expert k at a given time. �e di�culty is, however,
that the probabilities pk (u) are unknown. Hence, we have to design
a missing mass estimator R̂k,n instead. It is important to stress
that the missing mass is a random quantity, because of the depen-
dency on the spreads Sk,1, . . . , Sk,n . Due to the diminishing returns
property, the sequence (Sk,n )n≥1 is stochastically decreasing.

Following ideas from [6, 14], we now introduce a version of the
Good-Turing statistic, tailored to our problem of estimating the
missing mass. For the sake of clarity, we omit in the following the
subscript denoting the expert k . Let S1, . . . , Sn be the n cascades

sampled independently from an expert. We denote by Un (u) the
binary function whose value is 1 if nodeu has been activated exactly
once – such occurrences are called hapaxes in linguistics. �e idea
of the Good-Turing estimator is to estimate the missing mass as the
proportion of hapaxes in the n sampled cascades, as follows:

R̂n :=
∑
u ∈AUn (u)

n
.

Albeit simple, this estimator turns out to be quite e�ective in prac-
tice. If an expert is connected to a combination of nodes having high
activation probabilities, along with nodes having low activation
probabilities, then successive cascades sampled from this expert
will result in multiple activations of the high-probability nodes and
few of the low-probability ones. Hence, a�er a few cascades, the
expert’s potential will be low, a fact that will be captured by the
low proportion of hapaxes.

Remark. While bearing similarities with to the traditional miss-
ing mass concept, we highlight one fundamental di�erence of our
problem w.r.t the one studied in [6], which impacts both the algo-
rithmic solution and the analysis. Since at each step, a�er selecting
an expert, every node connected to that expert is sampled, the algo-
rithm receives a more general (larger) feedback than in [6], whose
feedback is in [0, 1]. Interestingly, the quantity λ := ∑

u ∈A p (u),
which corresponds to the expected number of basic nodes an expert
activates or re-activates in a cascade, will prove to be a crucial
ingredient for our problem.

�e classic Good-Turing estimator is known to be slightly biased
(see �eorem 1 in [21] for example). We show in Lemma 3.4 that
our missing mass estimator adds an additional factor λ to this bias:

Lemma 3.4. �e bias of the missing mass estimator is

E[Rn] − E[R̂n] ∈
[
−
λ

n
, 0

]
.

Proof.
E[Rn ] − E[R̂n ] =

∑
u∈A

[
p (u ) (1 − p (u ))n − n

n
p (u ) (1 − p (u ))n−1

]

= −
1
n

∑
u∈A

p (u ) × np (u ) (1 − p (u ))n−1

= −
1
n
E



∑
u∈A

p (u )Un (u )

∈

[
−

∑
u∈A p (u )

n
, 0

]
�

3.4 Con�dence interval for the missing mass

To develop our UCB-like algorithm in Section 4, we need to con-
trol the value of our estimator for the missing mass. As shown
in Lemma 3.4, in expectation, the estimation should be relatively
accurate. However, in order to understand what may happen in
the worst-case, we need to characterize the deviation of the Good-
Turing estimator:

Theorem 3.5. With probability at least 1 − δ , for λ = ∑
u ∈A p (u)

and βn :=
(
1 +
√

2
) √

λ log(4/δ )
n + 1

3n log 4
δ , the following holds:

−βn −
λ

n
≤ Rn − R̂n ≤ βn .

Note that the additional term appearing in the le� deviation
corresponds to the bias of our estimator, which leads to a non-
symmetrical interval.



Proof. We prove the con�dence interval in three steps: (1) Good-
Turing estimator deviation, (2) missing mass deviation, (3) combina-
tion the previous two inequalities for the �nal con�dence interval.

Note that the samples of di�erent nodes are assumed independent.
�is is a simpli�cation with respect to the classic missing mass
concentration results, which rely on negative association [20, 21].
On the other hand, since we may activate several nodes at once,
we need concentration bounds to control the increments of Rn .

(1) Good-Turing deviations. Recall that R̂n =
∑
u ∈A

Un (u )
n .

For Xn (u) := Un (u )
n , we have next that

v :=
∑
u ∈A
E[Xn (u)2] = 1

n2

∑
u ∈A
E[Un (u)]

=
1
n2

∑
u ∈A

np (u) (1 − p (u))n−1 ≤
λ

n
.

Moreover, clearly the following holds: Xn (u) ≤ 1
n .

Applying Benne�’s inequality (�eorems 2.9, 2.10 in [4]) to the
independent random variables {Xn (u)}u ∈A yields

P *
,
R̂n − E[R̂n] ≥

√
2λ log(1/δ )

n
+

1
3n log(1/δ )+

-
≤ δ . (1)

�e same inequality can be derived for le� deviations.
(2) Missing mass deviations. Let Zn (u) denote the indicator

equal to 1 if u has never been activated up to trial n. We can rewrite
the missing mass as follows:

Rn =
∑
u ∈A

Zn (u)p (u).

Let Yn (u) = p (u) (Zn (u) − E[Zn (u)]) and q(u) = P(Zn (u) = 1) =
(1 − p (u))n . For some t > 0, we have next that

P(Rn−E[Rn] ≥ ϵ ) ≤ e−tϵ
∏
u ∈A
E

[
etYn (u )

]

= etϵ
∏
u ∈A

(
q(u)etp (u ) (1−q (u )) + (1 − q(u))e−tp (u )q (u )

)
≤ e−tϵ

∏
u ∈A

exp(p (u)t2/(4n)) = exp
(
−tϵ + t2/(4n)λ

)
.

�e �rst inequality is well-known in exponential concentration
bounds and relies on Markov’s inequality. �e second inequality
follows from [3] (Lemma 7) (for the reader’s convenience, also
recalled as Lemma A.2 in the Appendix).

�en, choosing t = 2nϵ
λ , we obtain

P *
,
Rn − E[Rn] ≥

√
λ log(1/δ )

n
+
-
≤ δ . (2)

We can proceed similarly to obtain the le� deviation.
(3) Putting it all together. We can combine Lemma 3.4 with

Eq. (1), (2), to obtain the �nal result. Note that we need to replace
δ by δ

4 to ensure that both the le� and right bounds for the Good-
Turing estimator and the missing mass are veri�ed. �

4 ALGORITHM

In this section, we describe our UCB-like algorithm, which relies on
the Good-Turing estimator to sequentially select the experts (seeds)
to activate at each round.

4.1 Upper con�dence bounds

Following principles from the bandit literature, the GT-UCB algo-
rithm relies on optimism in the face of uncertainty. At each step (trial)
t , the algorithm selects the highest upper-con�dence bound on the
missing mass – denoted by bk (t ) in the following – and activates
(plays) the corresponding expert k . �is algorithm achieves robust-
ness against the stochastic nature of the cascades, by ensuring that
experts who “underperformed” with respect to their potential in
previous trials may still be selected later on. Consequently, GT-UCB
aims to maintain a degree of exploration of experts, in addition to
the exploitation of the best experts as per the feedback gather so far.
By relying on the missing mass estimator, our solution also takes
into account one aspect of the persistence property: the diminishing
returns in e�ciency of experts that have already been activated
many times.

Algorithm 1 – GT-UCB (L = 1)
Require: Set of experts [K ], time budget N , (unknown) di�usion graph

G
1: Initialization: play each expert k ∈ [K ] once, observe the spread

Sk,1 in G , set nk = 1
2: For each k ∈ [K ]: update the rewardW =W ∪ Sk,1
3: for t = K + 1, . . . , N do

4: Compute bk (t ) for every expert k
5: Choose k (t ) = arg maxk∈[K ] bk (t )
6: Play expert k (t ) and observe spread S (t ) in G
7: Update cumulative reward: W =W ∪ S (t )
8: Update statistics of expert k (t ): nk (t ) (t + 1) = nk (t ) (t ) + 1 and

Sk,nk (t ) = S (t ).
9: end for

10: return W

Algorithm 1 presents the main components of GT-UCB for the
case L = 1, that is, when a single expert is chosen at each step.

�e algorithm starts by activating each expert k ∈ [K] once,
in order to initialize its Good-Turing estimator. �e main loop of
GT-UCB occurs at lines 3-9. Let S (t ) be the observed spread at
the trial t , and let Sk,s be the result of the s-th di�usion initiated
at expert k . At every step t > K , we recompute for each expert
k ∈ [K] its index bk (t ), representing the upper con�dence bound
on the expected reward in the next trial. �e computation of this
index uses the previous samples Sk,1, . . . , Sk,nk (t ) and the number
of times each expert k has been activated up to trial t , nk (t ). Using
the result in �eorem 3.5, with con�dence probability δ = 1

t , the
upper con�dence bound can be computed as follows:

bk (t ) = R̂k (t ) +
(
1 +
√

2
) √

λ̂k (t ) log(4t )
nk (t )

+
1

3nk (t )
log(4t ),

where R̂k (t ) is the Good-Turing estimator and λ̂k (t ) := ∑nk (t )
s=1

|Sk,s |
nk (t )

is an estimator for the expected spread from expert k .
�en, in line 5, GT-UCB selects the expert k (t ) with the largest

index, and initiates a cascade from this node. �e feedback S (t ) is
observed in the di�usion graph G and is used to update the cumu-
lative reward setW . S (t ) returns only the ids of the nodes being
activated, with no information on how this di�usion happened
in G; indeed, the di�usion may use the persistence property, i.e.,



that the newly activated nodes come from activation paths in G,
passing through nodes activated at a trial t ′ < t . Finally, statistics
associated to the chosen expert k (t ) are updated.

4.2 Extracting experts

GT-UCB does not make any assumptions about the topology of the
graph G from which the experts come. Indeed, in some se�ings it
may be more natural to assume that the set of experts is given and
that the activations at each trial can be observed, while G’s con-
nections remain unknown. In other se�ings, we may start from an
existing social network G , in which case we need to extract a set of
K experts from it. Recall that, for our method to be e�ective, ideally,
we should choose experts that have as li�le intersection as possible
in their “scopes of in�uence”. While this may be interpreted and
performed di�erently, from one application to another, we discuss
next some of the most natural heuristics for selecting experts.

MaxDegree. �is method selects the K nodes with the highest
out-degrees in G . Note that by this criterion we may select experts
with overlapping in�uence scopes.

GreedyMaxCover. �is strategy follows the well-known greedy
approximation algorithm for selecting a cover of the graph G.
Speci�cally, the algorithm executes the following steps K times:

(1) Select the node with highest out-degree
(2) Remove all out-neighbors of the selected node

To limit intersections among expert scopes even more, nodes reach-
able by more than 1 hops may be removed at step (2).

DivRank [22]. DivRank is a PageRank-like method relying on
reinforced random walks, with the goal of producing diverse high-
ranking nodes, while maintaining the rich-gets-richer paradigm.
We adapted the original DivRank procedure by inverting the edge
directions. In doing so, we get in�uential nodes instead of presti-
gious ones. By selecting the K highest scoring nodes as experts,
the diversity is naturally induced by the reinforcement of random
walks. �is ensures that the experts are fairly sca�ered in the graph
and should have limited impact on each other.

IM approximated algorithms. �e fourth method we tested
in our experiments assigns uniformly at random a propagation
probability to each edge ofG , assuming the IC model. �en, a state-
of-the-art IM algorithm – PMC in our experiments – is executed on
G to get the set of K experts having the highest potential spread.

4.3 Extensions for the case L > 1
Algorithm 1 can be easily adapted to select L > 1 experts at each
round. Instead of choosing the expert maximizing the Good-Turing
UCB in line 5, we can select the experts having the L largest in-
dices. Note that k (t ) becomes now a set of L experts. A di�usion
is initiated from the associated nodes in G and, at termination, all
activations are observed. In Section 3, we assumed that all sets
Ak of basic nodes are disjoint. In practice, even if the experts are
fairly sca�ered in the graph, they may now jointly play a role in
some activations. �erefore, we propose a simple heuristic to assign
activated nodes to selected experts, by a breadth-�rst approach,
as follows: for an activated node u ∈ S (t ), we assign this node to
the selected expert reachable from u by the shortest live path in
G, where a live path corresponds to a sequence of activated nodes
from S (t ).

5 THEORETICAL GUARANTEES

In this section, we provide an analysis of the waiting time (de�ned
below) of GT-UCB, by comparing it to the waiting time of an oracle
policy, following ideas from [6]. Let Rk (t ) be the missing mass of
expert k at trial number t . Note that this di�ers from Rk,n , which
is the missing mass of expert k once it has been played n times.

De�nition 5.1 (Waiting time). Let λk =
∑
u ∈Ak p (u) denote the

expected number of activations obtained by the �rst call to expert
k . For α ∈ (0, 1), the waiting time TUCB (α ) of GT-UCB represents
the round at which the missing mass of each expert k is smaller
than αλk . Formally,

TUCB (α ) := min{t : ∀k ∈ [K],Rk (t ) ≤ αλk }.

Note that this de�nition can be applied to any strategy for expert
selection and, in particular, to an oracle one that knows beforehand
the α value that is targeted, the sampled spreads (Sk,s )k ∈[K ],s≥1,
and the individual activation probabilities pk (u),u ∈ Ak . A policy
having access to all these aspects will perform the fewest possible
activations on each expert. We denote by T ∗ (α ) the waiting time
of the oracle policy. We are now ready to state the main theoretical
property of the GT-UCB algorithm.

Theorem 5.2 (Waiting time). Let λmin := mink ∈[K ] λk and
let λmax := maxk ∈[K ] λk . Assuming that λmin ≥ 13, for any α ∈[ 13
λmin , 1

]
, if we de�ne τ ∗ := T ∗

(
α − 13

λmin

)
, with probability at least

1 − 2K
λmax the following holds:

TUCB (α ) ≤ τ
∗ + Kλmax log(4τ ∗ + 11Kλmax) + 2K .

�e proof of this result is given in Appendix B.Unsurprisingly,
�eorem 5.2 says that GT-UCB must perform slightly more activa-
tions of the experts than the oracle policy. With high probability
– assuming that the best expert has an initial missing mass that
is much larger than the number of experts – the waiting time of
GT-UCB is comparable to T ∗ (α ′), up to factor that is only logarith-
mic in the waiting time of the oracle strategy. α ′ is smaller than α
– hence T ∗ (α ′) is larger than T ∗ (α )– by an o�set that is inversely
proportional to the initial missing mass of the worst expert. �is
essentially says that, if we deal with large graphs, and if the experts
trigger reasonably large spreads, our algorithm is competitive with
the oracle. In practice, we will see in the experimental section that
GT-UCB consistently leads to high-quality spreads, even on smaller
networks.

6 EXPERIMENTS

We conducted experiments on graphs used in the IM literature and
a dataset crawled from Twi�er. All methods are implemented1 in
C++ and simulations are done on an Ubuntu 16.04 machine with
an Intel Xeon 2.4GHz CPU 20 cores and 98GB of RAM.

6.1 Classic datasets

Similarly to [19], we have tested our algorithm on three publicly
available datasets. NetHEPT and DBLP are collaboration networks,
where undirected edges are drawn between authors which have
collaborated on at least one paper. HepPh is a citation graph, where
a directed edge is established when an author cited at least one
1�e code is available at h�ps://github.com/smaniu/oim.

https://github.com/smaniu/oim
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Figure 2: Impact of K and ρ on in�uence spread.

paper of another author. �e datasets are summarized in Table 1.
We emphasize that we kept the datasets relatively small to allow
for comparison with computation-heavy baselines – even though
GT-UCB easily scales to large data.

Table 1: Summary of the datasets.

Dataset NetHEPT HepPh DBLP Twi�er
# of nodes 15.2K 34.5K 317K 12.2M
# of edges 62.7K 422K 2.1M 40.1M

Di�usion models. In the work closest to ours, Lei et al. [19]
compared their solution on the Weighted Cascade instance of IC,
where the in�uence probabilities on incoming edges sum to 1. More
precisely, every edge (u,v ) has weight 1/dv where dv is the in-
degree of node v . In this experimental study, and to illustrate that
our approach is model-free, we added two di�usion scenarios to
our set of experiments. First, we included the tri-valency model
(TV) which associates randomly a probability 0.1, 0.01 or 0.001 to
every edge and follows the IC propagation model. We also added
experiments under the Linear �reshold (LT) model, where the
edges probabilities are set like in the WC case and where thresholds
on nodes are sampled uniformly from [0, 1]. All the di�usion models
simulate the persistence property: subsequent in�uence cascade
may pass through previously activated nodes.

Baselines. We compare GT-UCB to several baselines. Random
chooses a random node from the graph at each round. MaxDegree
selects the node with the i-th largest out-degree at step i . Finally,
EG corresponds to the con�dence-bound explore-exploit method
with exponentiatied gradient update from [19], the state-of-the-
art method for the OIMP problem. We use this baseline on WC
and TV weighted graphs and tune parameters in accordance to
the results of their experiments: Maximum Likelihood Estimation
is adopted for graph update and edge priors are set to Beta(1, 20).
�ese baselines are compared to an Oracle that knows beforehand
the model together with di�usion probabilities. At each round, it
runs an IM approximated algorithm – PMC for IC propagation, SSA
for LT. Note that previously activated nodes are not counted when
estimating the value of a node with PMC or SSA, thus, making
Oracle an adaptive strategy.

GT-UCB parameters. We �rst analyze the e�ects of the dif-
ferent possible se�ings for GT-UCB. We show in Fig. 2b and 2d
the impact of the expert extraction method ρ on HepPh and DBLP
under WC model. We observe that the spread is slightly a�ected by

the extraction method: di�erent datasets lead to di�erent optimal
ρ. On HepPh network, DivRank clearly leads to larger in�uence
spreads. On DBLP, however, the extraction method has less impact
on resulting cascades. We emphasize that on some other graph and
model combinations – due to limited space, we refer the reader to
the Appendix for more details – we observed that other extraction
routines can perform be�er than DivRank. In summary, we note
that GT-UCB performs consistently as long as the method leads to
experts that are well spread over the graph. In the following, for
each graph, we used the ρ algorithm with the best spread.

In Fig. 6b and 6d, we measure the impact of the number of
experts K on the in�uence spread. We observe that, on DBLP, a
small number of experts is su�cient to yield high-quality results. If
too many experts (relative to the budget) are selected (e.g. K = 200),
the initialization step required by GT-UCB is too long relative to the
full budget, and hence GT-UCB does not reach its optimal spread
– some experts still have a large missing mass at the end. On the
other hand, a larger amount of experts leads to greater in�uence
spreads on HepPh: this network is relatively small (n = 34.5K),
and thus half of the nodes are already activated a�er 400 trials. By
having more experts, we are able to access parts of the network
that would not be accessible otherwise.

GT-UCB vs baselines. We evaluate the execution time of the
di�erent algorithms in Fig. 4. As expected, GT-UCB greatly outper-
forms EG (and Oracle). �e two baselines require the execution of
an approximated IM algorithm at each round. In line with [1], we
observed that SSA has prohibitive computational cost when incom-
ing edge weights do not sum to one, which is the case with both WC
and TV. �us, both Oracle and EG run PMC on all our experiments
with IC propagation. GT-UCB is several orders of magnitude faster:
it concentrates most its running time on extracting experts, while
statistic updates and UCB computations are negligible.

In Fig. 3, we show the growth of the spread for GT-UCB and
baselines. We can see that GT-UCB results in good quality spreads
across every combination of network and di�usion model. Inter-
estingly, on smaller graphs NetHEPT and HepPh, we observe an
increase in the slope of spread a�er initialization (e.g. for t = 100 on
HepPh with WC). �is corresponds to the step when GT-UCB starts
to select experts maximizing bk (t ) in the main loop. It shows that
our strategy adapts well to the previous activations, and chooses
good experts at each iteration. EG performs well on NetHEPT and
HepPh, especially under TV weight assignment. However, it fails
to provide competitive cumulative spreads on DBLP. We believe
that EG tries to estimate too many parameters for a horizonT = 500.
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Figure 3: Growth of spreads against the number of rounds.

A�er reaching this time step, less than 10% of all nodes for WC,
and 20% for TV, are activated. �is implies that we have small con-
�dence regarding many edge probability estimations as most nodes
are located in parts of the graph that have never been explored.

6.2 Experiments on Twitter

We conclude the experimental section with simulations on Twit-
ter data. We use a collection of tweets and re-tweets extracted
via crawling in August 2012. For each original tweet, we �nd all
corresponding retweets, and, for each user, we compute the em-
pirical probability of a retweet occuring – this, in our case, is a
proxy measure for in�uence probability. Speci�cally, for every
user v “in�uenced” by u, i.e., v retweeted at least one original
tweet from u – we compute the estimated di�usion probability:
pu,v =

|u ’s tweets retweeted by v |
|tweets by u | . On the le�-hand side of Fig. 5, we

show the histogram of resulting empirical probabilities. Unsurpris-
ingly, we observe that most probabilities are very small – the 9th
decile has value 0.045. �is supports our initial motivation to rely
on the missing mass to rapidly estimate the potential of a node in
the graph. We also apply NPDC [26], a model-free approach to
infer the underlying network using cascades of time intervals.
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Figure 4: DBLP (WC) – Execution time.

We tested GT-UCB with di�erent se�ings of K , and found that
K = 10 experts provided the best results. �is shows that the en-
gagement of few in�uential people can su�ce to conduct a market-
ing campaign. �e chosen 10 experts have a very low intersection
in their scopes of in�uence: the largest Dice coe�cient of common
neighbours is 0.07, supporting our theoretical choice of experts
with non-overlapping support. In total, the 10 experts cover 810K
users in our dataset. To test a realistic spread, a random cascade
from the logs is chosen at every step. �is provides realistic, model-
free spread samples to the compared algorithms. Since Twi�er only
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Figure 5: (le�) Empirical weights histogram (right) Twitter

spread against rounds (L = 1).

contains successful re-tweets, we could not test against EG, which
needs full activation feedback.

On the right-hand side of Fig. 5, we show the growth of the
di�usion spread of GT-UCB against MaxDegree. We also compare
ourselves to SingleHighestDegree, a strategy playing the same
most connected user at every step. We used this baseline, as we
observed that MaxDegree was not competitive due to its rapidly
diminishing in�uence properties. All baselines use the network
inferred by NPDC. We notice that the single node strategy performs
surprisingly well and MaxDegree extremely poorly; our GT-UCB,
however, can increase the spread by around 10,000 users. �is shows
that relying on popular users for marketing campaigns can pay o�;
however, a good strategy should not target them indiscriminately,
and should be able to adapt to the campaign feedback.

7 CONCLUSION

We have proposed an adaptive model-free approach to maximize
the number of nodes activated in an arbitrary graph under the
OIMP framework. From a social graph, the method requires an
initial extraction of “expert nodes”. Subsequent online iterations
are very fast, making it possible to scale to very large graphs where
other approaches become infeasible. �e e�ciency of the GT-UCB
algorithm comes form the fact that it only relies on an estimate of
an single quantity for each expert node – its potential or missing
mass. �is novel approach was shown to be very competitive on
classic benchmark tasks. As future work, we aim to work on the
scenario where the persistence property is diminishing with time,
i.e., where nodes may be less willing to relay information with
subsequent activations.
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A USEFUL LEMMAS

Lemma A.1 (Bennett’s ineqality (Theorem 2.9 and 2.10 [4])). Let X1, . . . ,Xn be independent random variables with �nite variance
such that Xi ≤ b for some b > 0 for all i ≤ n. Let S := ∑n

i=1 (Xi − E[Xi ]) and v := ∑n
i=1 E[X 2

i ]. Writing ϕ (u) = eu − u − 1, then for all t > 0,

logE
[
etS

]
≤

v

b2ϕ (bt ) ≤
vt2

2(1 − bt/3) .

�is implies that, P
(
S >

√
2v log 1/δ + b

3 log 1/δ
)
≤ δ .

Lemma A.2 (Lemma 7 – [3]). Let n ≥ 1, λ ≥ 0, p ∈ [0, 1] and q = (1 − p)n . �en,

qeλp (1−q ) + (1 − q)e−λpq ≤ exp(pλ2/(4n)) (3)

qeλp (q−1) + (1 − q)eλpq ≤ exp(pλ2/(4n)) (4)

B ANALYSIS OF THEWAITING TIME OF GOOD-UCB ALGORITHM

Lemma B.1. For any s ≥ 3, P
(
R̂s ≤ R̂s−1 − λ

e (s−2) −
√

2λ
s−1 log(1/δ ) − 1

3(s−1) log(1/δ )
)
≤ δ .

Proof. Denote by Xs (x ) := Us−1 (x )
s−1 −

Us (x )
s ≤ 1

s−1 . We can rewrite R̂s−1 − R̂s =
∑
x ∈A Xs (x ) and can easily verify that

v (x ) := E
[
Xs (x )

2]
= p (x ) (1 − p (x ))s−2

(
1

s − 1 −
1 − p (x )

s

)
≤

p (x )

s − 1 . (5)

Let t > 0. By applying LemmaA.1, one obtains

P *
,
R̂s−1 − R̂s ≥ E

[
R̂s−1 − R̂s

]
+

√
2λ

s − 1 log(1/δ ) + 1
3(s − 1) log(1/δ )+

-
≤ δ .

We conclude remarking that E[Xs (x )] = p (x )2 (1 − p (x ))s−2 ≤ p (x )
e (s−2) , that is, E[R̂s−1 − R̂s ] ≤ λ

e (s−2) . �

Theorem B.2 (Stopping time). Denote λmin := mink ∈[K ] λk and λmax := maxk ∈[K ] λk . Assume that λmin ≥ 13. �en, for anyα ∈
[ 13
λmin , 1

]
,

if we de�ne τ ∗ := T ∗
(
α − 13

λmin

)
, with probability at least 1 − 2K

λmax ,

TUCB (α ) ≤ τ
∗ + Kλmax log(4τ ∗ + 11Kλmax) + 2K .

Proof. Let us de�ne the following con�dence bounds:

b+k,s (t ) := (1 +
√

2)
√

3λk log(2t )
s

+
log(2t )

s
,

b−k,s (t ) := (1 +
√

2)
√

3λk log(2t )
s

+
log(2t )

s
+
λk
s

, and

c−k,t (t ) := λ

e (s − 2) +
√

6λk log(t )
s − 1 +

log(t )
s − 1 .

Let S > 0. Using these de�nitions, we introduce the following events:

F :=
{
∀k ∈ [K],∀t > S,∀s ≤ t , R̂k,s − b

−
k,s (t ) ≤ Rk,s ≤ R̂k,s + b

+
k,s (t )

}
,

G :=
{
∀k ∈ [K],∀s ≥ S, R̂k,s ≥ R̂k,s−1 − c

−
k,s (t )

}
,

E := F ∩ G.

Using �eorem 3.5, Lemma B.1 and a union bound, one obtains P(E) ≥ 1 − 2K
S (by se�ing δ ≡ 1

t 3 ). Indeed,

P
(
Ē
)
≤ P(F̄ ) + P(Ḡ) ≤ 2

K∑
k=1

∑
t>S

∑
s≤t

1
t3 = 2K

∑
t>S

1
t2 ≤

2K
S
.

In the following, we work on the event E. Recall that we want to control TUCB (α ), the time at which every expert a�ains a missing mass
smaller than α following Good-UCB strategy. We aim at comparing TUCB (α ) to T ∗ (α ), the same quantity following the omniscient strategy.
With that in mind, one can write:



TUCB (α ) = min
{
t : ∀k ∈ [K],Rk,Nk (t ) ≤ αλk

}
,

T ∗ (α ) =
K∑
k=1

T ∗k (α ), where T ∗k (α ) = min
{
s : Rk,s ≤ αλk

}
.

Following ideas from [6], we will control TUCB (α ) by comparing it to U (α ) de�ned below, and which replaces the missing mass by an
upper bound on the estimator of the missing mass (the Good-Turing estimator). Indeed, remind that we can control this on event F .

U (α ) = min
{
t ≥ 1 : ∀k ∈ [K], R̂k,Nk (t ) + b

+
k,Nk (t )

(t ) ≤ αλk

}
.

Let S ′ ≥ S . On event E, one has that TUCB (α ) ≤ max(S ′,U (α )). If U (α ) ≥ S ′, one has
Rk,Nk (U (α )) ≥ R̂k,Nk (U (α )) − b

−
k,Nk (U (α )) (U (α )) (we are on event F and U (α ) > S ′ ≥ S)

≥ R̂k,Nk (U (α ))−1 − b
−
k,Nk (U (α )) (U (α )) − c−k,Nk (U (α )) (U (α )) (where are on event G)

≥

(
αλk − b

+
k,Nk (U (α ))−1 (U (α ))

)
− b−k,Nk (U (α )) (U (α )) − c−k,Nk (U (α )) (U (α ))

�e third inequality’s justi�cation is more evolved. Let t be the time such that Nk (t ) = Nk (U (α )) − 1 and Nk (t + 1) = Nk (U (α )). �is
implies that k is the chosen expert at time t , that is, the one maximizing the Good-UCB index. Moreover, since t < U (α ), one knows that this
index is greater than αλk .

If Nk (U (α )) ≥ S ′ + 2, some basic maths calculations lead to

Rk,Nk (U (α )) ≥ αλk − 11
√
λk log(2U (α ))

S ′
−

3 log(2U (α ))

S ′
−

3λk
2S ′

We denote by λmax := maxk λk . If we take S ′ = λmax log(2U (α )), we can rewrite previous inequality as

Rk,Nk (U (α )) ≥ αλk − 11 − 3
λmax −

3
2

�us, by de�nition of T ∗k (α ), and if λmax > 6, one gets

Nk,U (α ) ≤ T
∗
k

(
α −

13
λk

)
+ S ′ + 2.

Finally, if we denote by λmin = mink λk , we obtain that

U (α ) ≤ K (S ′ + 2) +T ∗
(
α −

13
λmin

)
.

We now apply Lemma B.3. We obtain that
U (α ) ≤ 2K + τ ∗ + Kλmax log (8K + 4τ ∗ + 10Kλmax ) ≤ τ ∗ + Kλmax log (4τ ∗ + 11Kλmax ) + 2K .

We conclude with TUCB (α ) ≤ max(S ′,U (α )). �

Lemma B.3 (Lemma 3 from [6]). Let a > 0, b ≥ 0.4, and x ≥ e , such that x ≤ a + b logx . �en one has

x ≤ a + b log(2a + 4b log(4b)).
Moreover, we add that if b ≥ 3, then x ≤ a + b log(2a + 5b).

C ADDITIONAL FIGURES

We present in this section several �gures we could not include in the main paper to to the lack of space. We show in Fig. 6 how the number
of experts K impacts the quality of GT-UCB spreads accross all network and di�usion se�ing combinations. In Fig. 7, we display how the
expert extraction routine ρ impacts the quality of spreads of our algorithm.

We show in Fig. 8 the Dice and Jaccard similarity matrices of the 10 experts extracted by GT-UCB in our experiments.
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Figure 6: Impact of K on in�uence spread.
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Figure 7: Impact of K on in�uence spread.

Figure 8: Dice (le�) and Jaccard (right) matrices for 10 experts


