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Abstract

We show that Dynamic Epistemic Logic (DEL) is a substructural logic and that it is an extension of the update logic introduced in the companion article [12]. We identify axioms and inference rules that completely characterize the DEL product update and we provide a sequent calculus for DEL. Finally, we show that DEL with a finite number of atomic events is as expressive as epistemic logic. In parallel, we provide a sequent calculus for update logic which turns out to be a generalization of the non-associative Lambek calculus.

1 Introduction

Dynamic Epistemic Logic (DEL) is an influential logical framework for reasoning about the dynamics of beliefs and knowledge, which has drawn the attention of a number of researchers ever since the seminal publication of Baltag & Al. [21]. A number of contributions have linked DEL to older and more established logical frameworks: it has been embedded into (automata) PDL [113, 107], it has been given an algebraic semantics [18, 19], and it has been related to epistemic temporal logic [105, 14] and the situation calculus [104, 112]. Despite these connections, DEL remains, arguably, a rather isolated logic in the vast realm of non-classical logics and modal logics. This is problematic if logic is to be viewed ultimately as a unified and unifying field and if we want to avoid that DEL goes on “riding off madly in all directions” (a metaphor used by van Benthem [101, 103] about logic in general). In this article we will show that DEL can be redefined naturally and meaningfully as a two-sorted substructural logic.

The well-known semantics for substructural logics is based on a ternary relation introduced by Routley and Meyer for relevance logic in the 1970’s [88, 89, 90, 91]. However, the introduction of this ternary relation was originally motivated by technical reasons, and it turns out that providing a non-circular and conceptually grounded interpretation of this relation remains problematic [31]. As we shall see, the ternary semantics of DEL provides a conceptual foundation for Routley and Meyer’s semantics. In fact, the dynamic interpretation induced by the DEL
framework turns out to be not only meaningful, but also consistent with the interpretations of this ternary relation proposed in the substructural literature.

More specifically, we will show that DEL can be embedded within the substructural framework. The update logic obtained in the companion article [12] for the substructural framework will be made more specific by the addition of inference rules. This will yield a sequent calculus for DEL. Doing so, we will develop a basic correspondence theory for DEL and we will elicit a number of axioms and inference rules that play an important role in the DEL setting.

The article is structured as follows. To make it self-contained, we reintroduce a number of results and definitions of the companion article [12]. In Section 2, we recall the core of DEL viewed from a semantic perspective. In Section 3, we briefly recall elementary notions of relevance and substructural logics and we observe that the ternary relation of relevance logic can be interpreted as an update, like the DEL product update. In Section 4, we proceed further to define a generalized substructural language based on this idea. In Section 5, we recall the cut-free display calculus for update logic defined in the companion article [12] and we introduce a sequent calculus for update logic. This sequent calculus turns out to be a generalization of the non–associative Lambek calculus. In Section 6, we show that DEL can be embedded within our update logic by providing inference rules that completely characterize the DEL product update. This leads us to define a sequent calculus for DEL. Finally, in Section 7, we formally relate our DEL substructural operators to the dynamic inferences introduced in [97] and the DEL-sequents introduced in [8, 9]. We also show in this section that DEL with a finite number of atomic events is as expressive as epistemic logic. We conclude in Section 8.

Note. Parts of Sections 2, 3.2 and 7 appear in [10] with some minor changes.

# 2 Dynamic Epistemic Logic

Dynamic epistemic logic (DEL) is a relatively recent non-classical logic [21] which extends ordinary modal epistemic logic [52] by the inclusion of event models (called $L^A$-models in this article) to describe actions, and a product update operator that defines how epistemic models are updated as the consequence of executing actions described through event models (see [20, 110, 103] for more details). Thus, the methodology of DEL is such that it splits the task of representing the agents’ beliefs and knowledge into three parts: first, one represents their beliefs about an initial situation; second, one represents their beliefs about an event taking place in this situation; third, one represents the way the agents update their beliefs about the situation after (or during) the occurrence of the event. Following this methodology, we also split the exposition of the DEL framework into three sections.

**Notation 1.** In the rest of this article, $\mathbb{P}$ is a countable set of propositional letters called atomic facts which describe static situations, and $\mathbb{G} := \{1, \ldots, m\}$ is a finite set of indices called agents.

## 2.1 Representation of the Initial Situation: $L^P$-model

First, we define the epistemic language $L^P$. 


**Definition 1** (Language \( \mathcal{L}^P \)). We define the language \( \mathcal{L}^P \) inductively by the following grammar in BNF, where \( p \) ranges over \( P \) and \( j \) over \( G \):

\[
\mathcal{L}^P : \quad \varphi ::= \ p \mid \neg \varphi \mid (\varphi \wedge \varphi) \mid (\varphi \vee \varphi) \mid \Box_j \varphi
\]

We will use the following abbreviation: \( \Diamond_j \varphi := \neg \Box_j \neg \varphi \) and \( \varphi \rightarrow \psi ::= \neg \varphi \vee \psi \). To save parenthesis, we use the following ranking of binding strength: \( \wedge, \vee, \rightarrow \) (i.e., \( \wedge \) binds stronger than \( \vee \) which binds stronger than \( \rightarrow \)). For example, \( \Box_j \neg p \wedge q \vee r \rightarrow p \) means \( (((\Box_j \neg p) \wedge q) \vee r) \rightarrow p \).

We denote by \( \mathcal{L}^P_0 \) the propositional language, that is, the sublanguage of \( \mathcal{L}^P \) defined on the basis of the propositional connectives \( \neg, \wedge \) and \( \vee \).

A (pointed) \( \mathcal{L}^P \)-model \( (\mathcal{M}, w) \) represents how the actual world represented by \( w \) is perceived by the agents. Atomic facts are used to state properties of this actual world.

**Definition 2** (\( \mathcal{L}^P \)-model). A \( \mathcal{L}^P \)-model is a tuple \( \mathcal{M} = (W, R_1, \ldots, R_m, I) \) where:

- \( W \) is a non-empty set of possible worlds,
- \( R_j \subseteq W \times W \) is an accessibility relation on \( W \), for each \( j \in G \),
- \( I : W \rightarrow \mathcal{L}^P \) is an interpretation assigning to each possible world a subset of \( \mathcal{P} \).

A \( \mathcal{L}^P \)-frame is a \( \mathcal{L}^P \)-model without interpretation. We write \( w \in \mathcal{M} \) for \( w \in W \), and \( (\mathcal{M}, w) \) is called a pointed \( \mathcal{L}^P \)-model (\( w \) often represents the actual world). If \( w, v \in W \), we write \( w R_j v \) or \( (\mathcal{M}, w) R_j (\mathcal{M}, v) \) for \( (w, v) \in R_j \), and \( R_j(w) \) denotes \( \{v \in W \mid w R_j v\} \).

We denote by \( \mathcal{E}^P \) the set of pointed \( \mathcal{L}^P \)-models and by \( \mathcal{E}^F \) the class of pointed \( \mathcal{L}^F \)-frames.

Intuitively, \( w R_j v \) means that in world \( w \) agent \( j \) considers that world \( v \) might correspond to the actual world. The epistemic language can be used to describe and state properties of \( \mathcal{L}^P \)-models. The formula \( \Box_j \varphi \) reads as “agent \( j \) believes/knows \( \varphi \)”. Its truth conditions are defined in such a way that agent \( j \) believes \( \varphi \) holds in a possible world when \( \varphi \) holds in all the worlds agent \( j \) considers possible.

**Definition 3** (Satisfaction relation \( \models \) for \( \mathcal{E}^P \times \mathcal{L}^P \)). We define the satisfaction relation \( \models \subseteq \mathcal{E}^P \times \mathcal{L}^P \) as follows. Let \( \mathcal{M} \) be a \( \mathcal{L}^P \)-model, \( w \in \mathcal{M} \) and \( \varphi, \psi \in \mathcal{L}^P \). The truth conditions for the atomic facts and the connectives \( \neg, \wedge, \vee \) and \( \Box_j \) are defined as follows:

\[
\begin{align*}
\mathcal{M}, w \models p & \text{ iff } p \in I(w) \\
\mathcal{M}, w \models \neg \psi & \text{ iff it is not the case that } \mathcal{M}, w \models \psi \\
\mathcal{M}, w \models \varphi \wedge \psi & \text{ iff } \mathcal{M}, w \models \varphi \text{ and } \mathcal{M}, w \models \psi \\
\mathcal{M}, w \models \varphi \vee \psi & \text{ iff } \mathcal{M}, w \models \varphi \text{ or } \mathcal{M}, w \models \psi \\
\mathcal{M}, w \models \Box_j \varphi & \text{ iff for all } v \in R_j (w), \text{ we have that } \mathcal{M}, v \models \varphi
\end{align*}
\]

A \( \mathcal{L} \)-formula \( \varphi \) is satisfiable if there is \( (\mathcal{M}, w) \in \mathcal{E}^P \) such that \( \mathcal{M}, w \models \varphi \).
Example 1. Assume that agents A, B and C play a card game with three cards: a white one, a red one and a blue one. Each of them has a single card but they do not know the cards of the other players. At each step of the game, some of the players show their/her/his card to another player or to both other players, either privately or publicly. We want to study and represent the dynamics of the agents’ beliefs in this game. The initial situation is represented by the pointed $\mathcal{L}^P$-model $(\mathcal{M}, w)$ of Figure 1. In this example, $G := \{A, B, C\}$ and $\mathbb{P} := \{r_j, b_j, w_j \mid j \in G\}$ where $r_j$ stands for ‘agent $j$ has the red card’, $b_j$ stands for ‘agent $j$ has the blue card’ and $w_j$ stands for ‘agent $j$ has the white card’. The boxed possible world corresponds to the actual world. The propositional letters not mentioned in the possible worlds do not hold in these possible worlds. The accessibility relations are represented by arrows indexed by agents between possible worlds. Reflexive arrows are omitted in the figure, which means that for all worlds $v \in \mathcal{M}$ and all agents $j \in G$, $v \in R_j(v)$. In this model, we have for example the following statement: $\mathcal{M}, w \models (w_B \land \neg \Box_A w_B) \land \Box_C \neg \Box_A w_B$. It states that player A does not ‘know’ that player B has the white card and player C ‘knows’ it.

2.2 Representation of the Event: $\mathcal{L}^A$-model

The language $\mathcal{L}^A$ below was introduced by Baltag & Al. [22]. We call the expressions $p_e$ atomic events.

Definition 4 (Language $\mathcal{L}^A$). We define the language $\mathcal{L}^A$ inductively by the following grammar in BNF, where $\pi$ ranges over $\mathcal{L}^P$ and $j$ over $G$:

$$\mathcal{L}^A : \; \chi ::= \; p_\pi \; | \; \neg \chi \; | \; (\chi \land \chi) \; | \; (\chi \lor \chi) \; | \; \Box_j \chi$$

We use the same abbreviations as in Definition 1. Like for $\mathcal{L}^P$, we use the following ranking of binding strength: $\land, \lor, \rightarrow$. 

A pointed $\mathcal{L}^A$-model $(A, e)$ represents how the actual event represented by $e$ is perceived by the agents. Intuitively, $f \in R^A_j(e)$ means that while the possible event represented by $e$ is occurring, agent $j$ considers possible that the possible event represented by $f$ is actually occurring.

Figure 1: Cards Example
Definition 5 ($\mathcal{L}^A$-model, [21]). A $\mathcal{L}^A$-model is a tuple $\mathcal{A} = (W^A, R^A_1, \ldots, R^A_m, I^A)$ where:

- $W^A$ is a non-empty set of possible events,
- $R^A_j \subseteq W^A \times W^A$ is an accessibility relation on $W^A$, for each $j \in \mathbb{G}$,
- $I^A : W^A \rightarrow \mathcal{L}^P$ is a precondition function assigning to each possible event a formula of $\mathcal{L}^P$.

Let $P$ be a subset of $\mathcal{L}^P$. A $P$–complete $\mathcal{L}^A$–model is a $\mathcal{L}^A$–model which satisfies moreover the following condition:

- $I^A(e) \in P$, for each $e \in W^A$ (P-complete)

A $\mathcal{L}^A$–frame is a $\mathcal{L}^A$–model without precondition function $I^A$. We abusively write $e \in \mathcal{A}$ for $e \in W^A$, and $(\mathcal{A}, e)$ is called a pointed $\mathcal{L}^A$–model ($e$ often represents the actual event). We denote by $E^A$ the set of pointed $\mathcal{L}^A$–models, by $E^A_P$ the set of pointed $P$–complete event models and by $E^A_F$ the class of pointed $\mathcal{L}^A$–frames. If $e, f \in W^A$, we write $eR^A_j f$ or $(\mathcal{A}, e)R^A_j (\mathcal{A}, f)$ for $(e, f) \in R^A_j$, and $R^A_j(e)$ denotes $\{ f \in W^A \mid eR^A_j f \}$. □

The truth conditions of the language $\mathcal{L}^A$ are almost identical to the truth conditions of the language $\mathcal{L}^P$:

Definition 6 (Satisfaction relation $\models$ for $\mathcal{A} \times \mathcal{L}^A$). We define the satisfaction relation $\models \subseteq \mathcal{A} \times \mathcal{L}^A$ as follows. Let $\mathcal{A}$ be a $\mathcal{L}^A$–model, $e \in \mathcal{A}$ and $\chi, \rho \in \mathcal{L}^A$. The truth conditions for the atomic events and the connectives $\neg$, $\land$, $\lor$ and $\Box_j$ are defined as follows:

- $\mathcal{A}, e \models p_\pi$ iff $I^A(e) = \pi$
- $\mathcal{A}, e \models \neg \chi$ iff it is not the case that $\mathcal{A}, e \models \chi$
- $\mathcal{A}, e \models \chi \land \rho$ iff $\mathcal{A}, e \models \chi$ and $\mathcal{A}, e \models \rho$
- $\mathcal{A}, e \models \chi \lor \rho$ iff $\mathcal{A}, e \models \chi$ or $\mathcal{A}, e \models \rho$
- $\mathcal{A}, e \models \Box_j \chi$ iff for all $f \in R^A_j(e)$, we have that $\mathcal{A}, f \models \chi$ □

Remark 1. The current reading of $p_\pi$ is “an event of precondition $\pi$ is occurring”. However, other truth conditions could be provided for the atomic events $p_\pi$. We list some of them below:

- $\mathcal{A}, e \models p_\pi$ iff $I^A(e) \rightarrow \pi$ (1)
- $\mathcal{A}, e \models p_\pi$ iff $I^A(e) \wedge \pi$ is satisfiable (2)

The truth condition of Expression (1) states that the situation where the event $e$ occurs must necessarily satisfy the property $\pi$. The truth condition of Expression (2) turns out to be expressible in terms of Expression (1) ($\neg p_\pi \rightarrow \pi$).

Example 2. Let us resume Example 1 and assume that players A and B show their card to each other. As it turns out, C noticed that A showed her card to B but did not notice that B did so to A. Players A and B know this. This event is represented in the event model $(\mathcal{A}, e)$ of Figure 2. The boxed possible event $e$ corresponds to the actual event ‘players A and B show their red and white
cards respectively to each other’ (with precondition \( r_A \land w_B \)). \( f \) stands for the event ‘player A shows her white card’ (with precondition \( w_A \)) and \( g \) stands for the atomic event ‘player A shows her red card’ (with precondition \( r_A \)). The following statement holds in the example of Figure 2:

\[
\begin{align*}
\mathcal{A}, e \models p_{r_A \land w_B} & \land (\Diamond APr_A \land w_B \land \Box BPr_A \land w_B) \\
& \land (\Diamond Cp_A \land \Diamond CPr_A \land \Box C (p_w \lor p_r))
\end{align*}
\] (3)

It states that player A shows her red card and that players A, B and C ‘know’ this and consider it possible, while player C considers possible that player A shows her white card and also considers possible that player A shows her red card, since he does not know her card. In fact, that is all that player C considers possible since he believes that either player A shows her red card or her white card.

The \( \mathcal{L}^A \)-model of Figure 3 corresponds to a ‘public announcement’ or ‘public display’ of the fact that agent A has the red card. In particular, the following statement holds in the example of Figure 3:

\[
\begin{align*}
\mathcal{A}, e \models p_{r_A} & \land \Box APr_A \land \Box BPr_A \land \Box CPr_A \\
& \land \Box A \Box APr_A \land \Box A \Box BPr_A \land \Box A \Box CPr_A \\
& \land \Box B \Box APr_A \land \Box B \Box BPr_A \land \Box B \Box CPr_A \\
& \land \Box C \Box APr_A \land \Box C \Box BPr_A \land \Box C \Box CPr_A \\
& \land \ldots
\end{align*}
\]

It states that player A shows her red card and that players A, B and C ‘know’ it, that players A, B and C ‘know’ that each of them ‘know’ it, etc. in other words, there is common knowledge.

\[\text{Note that accessibility relations for } C \text{ are no longer reflexive in } (A, e), \text{ so we use the term belief instead of knowledge for player } C.\]
among players A, B and C that player A shows her red card.

\[ A, e \models p_r A \land \Box_{B} p_r A. \]

### 2.3 Update of the Initial Situation by the Event: Product Update

The DEL product update of Baltag & Al. [21] is defined as follows. This update yields a new \( \mathcal{L}^p \)-model \((\mathcal{M}, w) \otimes (A, e)\) representing how the new situation which was previously represented by \((\mathcal{M}, w)\) is perceived by the agents after the occurrence of the event represented by \((A, e)\).

**Definition 7** (Product update). Let \((\mathcal{M}, w) = (W, R_1, \ldots, R_m, I, w)\) be a pointed \( \mathcal{L}^p \)-model and let \((A, e) = (W^A, R^A_1, \ldots, R^A_m, I, e)\) be a pointed \( \mathcal{L}^A \)-model such that \( \mathcal{M}, w \models I^A(e) \). The \textit{product update} of \((\mathcal{M}, w)\) and \((A, e)\) is the pointed \( \mathcal{L}^p \)-model \((\mathcal{M} \otimes A, (w, e)) = (W^\otimes, R^\otimes_1, \ldots, R^\otimes_m, I^\otimes, (w, e))\) defined as follows: for all \( v \in W \) and all \( f \in W^A \),

- \( W^\otimes = \{(v, f) \in W \times W^A \mid \mathcal{M}, v \models I^A(f)\}\),
- \( R^\otimes_j(v, f) = \{(u, g) \in W^\otimes \mid u \in R^A_j(v) \text{ and } g \in R^A_j(f)\}\),
- \( I^\otimes(v, f) = I(v) \).

**Example 3.** As a result of the event described in Example [2], the agents update their beliefs. We get the situation represented in the \( \mathcal{L}^p \)-model \((\mathcal{M}, w) \otimes (A, e)\) of Figure 4. In this model, we have for example the following statement:

\[ (\mathcal{M}, w) \otimes (A, e) \models (w_B \land \Box_A w_B) \land \Box_C \neg \Box_A w_B. \]

It states that player A ‘knows’ that player B has the white card but player C believes that it is not the case. 

---

\footnote{We write \( A, e \models \Box_{C} \chi \) when for all \( f \in \left( \bigcup_{j \in C} R^A_j \right)^* (e) \), we have \( A, f \models \chi \). See for example Fagin & Al. [38] for a detailed study of the operator \( \Box_{C} \) of common knowledge.}

Figure 4: Situation after the Update of the Situation Represented in Figure 1 by the Event Represented in Figure 2
3 Updates as a Conceptual Foundation for Substructural Logics

Substructural logics are a family of logics lacking some of the structural rules of classical logic. A structural rule is a rule of inference which is closed under substitution of formulas [86, Definition 2.23]. In a certain sense, a structural rule allows to manipulate the structure(s) of the sequent/consecution without altering its logical content. The structural rules for classical logic introduced by Gentzen [47] are given in Figure 5. The comma in these sequents has to be interpreted as a conjunction in an antecedent and as a disjunction in a consequent. While Weakening $(W_A, W_K)$ and Contraction $(C_A, C_K)$ are often dropped as in relevance logic and linear logic, the rule of Permutation $(P_A, P_K)$ is often preserved. When some of these rules are dropped, the comma ceases to behave as a conjunction (in the antecedent) or a disjunction (in the consequent). In that case the comma corresponds to other substructural connectives and we often introduce new punctuation marks which do not fulfill all these structural rules to deal with these new substructural connectives.

3.1 Substructural Logics

Our exposition of substructural logics is based on [86, 87, 37] (see also [77] for a general introduction). The logical framework presented in [86] is more general and studies a wide range of substructural logics: relevant logic, linear logic, Lambek calculus, arrow logic, etc. We will only introduce a fragment of this general framework in order to highlight the main new ideas. In particular, we will not consider truth sets and we will assume that our logics do not reject distribution. These other features can be added and our framework can be adapted, following the exposition of Restall [86]. We will moreover assume that we have multiple modalities (one for each agent $j \in G$).

The semantics of substructural logics is based on the ternary relation of the frame semantics for relevant logic originally introduced by Routley and Meyer [88, 89, 90, 91]. Another semantics proposed independently by Urquhart [93, 94, 95] at about the same time will be discussed at the end of this section.

---

We very slightly change the definitions of frames and models as they are defined in [86] (we give the details of these differences in the sequel). The definitions remain equivalent nevertheless.
In the sequel we consider the following set of logical connectives:

\[ \text{Sub} := \{ \Box j, \Diamond j, \neg, \lor, \land, \top, \bot, \ominus, \odot, \subset, \Rightarrow | j \in G \} \]

We also define the set of connectives \( \text{Sub}_- := \text{Sub} - \{ \Rightarrow \} \) (the connective \( \Rightarrow \) corresponds to the intuitionistic implication).

**Definition 8** (Languages \( \mathcal{L}(P, \text{Sub}) \) and \( \mathcal{L}(P, \text{Sub}-) \)). The language \( \mathcal{L}(P, \text{Sub}) \) is the language associated to \( \text{Sub} \), that is, the language built compositionally from the connectives of \( \text{Sub} \) and the set of propositional letters \( P \). More formally, it is the set of formulas defined inductively by the following grammar in BNF, where \( p \) ranges over \( P \) and \( j \) ranges over \( G \):

\[
\mathcal{L}(P, \text{Sub}) : \varphi ::= \top \mid \bot \mid p \mid (\varphi \land \varphi) \mid (\varphi \lor \varphi) \mid (\varphi \Rightarrow \varphi) \mid \Box j \varphi \mid \Diamond j \varphi \mid (\varphi \ominus \varphi) \mid (\varphi \odot \varphi) \mid (\varphi \subset \varphi) \mid (\varphi \supset \varphi)
\]

The language \( \mathcal{L}(P, \text{Sub}-) \) is the language \( \mathcal{L}(P, \text{Sub}) \) without the (intuitionistic) connective \( \Rightarrow \).

**Definition 9** (Point set, accessibility relation). A point set \( \mathcal{P} = (P, \sqsubseteq) \) is a non-empty set \( P \) together with a partial order \( \sqsubseteq \) on \( P \). The set \( \text{Prop}(\mathcal{P}) \) of propositions on \( \mathcal{P} \) is the set of all subsets \( X \) of \( P \) which are closed upwards: that is, if \( x \in X \) and \( x \sqsubseteq x' \) then \( x' \in X \). When \( \sqsubseteq \) is the identity relation =, we say that \( \mathcal{P} \) is flat. We abusively write \( x \in \mathcal{P} \) for \( x \in P \).

- A binary relation \( R \) is a positive two–place accessibility relation on the point set \( \mathcal{P} \) if, and only if, for any \( x, y \in \mathcal{P} \) where \( xRy \), if \( x' \sqsubseteq x \) then there is a \( y' \sqsupseteq y \) such that \( x'Ry' \). Similarly, if \( xRy \) and \( y \sqsubseteq y' \) then there is some \( x' \sqsubseteq x \) such that \( x'Ry' \).

- A binary relation \( R \) is a plump positive two-place accessibility relation on the point set \( \mathcal{P} \) if, and only if, for any \( x, y, x', y' \in \mathcal{P} \), where \( xRy \), \( x' \sqsubseteq x \) and \( y \sqsubseteq y' \) it follows that \( x'Ry' \).

- A ternary relation \( R \) is a three–place accessibility relation on the point set \( \mathcal{P} \) if, and only if, whenever \( \mathcal{R}xyz \) and \( z \sqsubseteq z' \) then there are \( y' \sqsupseteq y \) and \( x' \sqsubseteq x \) such that \( \mathcal{R}x'y'z' \). Similarly, if \( x' \sqsubseteq x \) then there are \( y' \sqsubseteq y \) and \( z' \sqsupseteq z \) such that \( \mathcal{R}x'y'z' \), and if \( y' \sqsubseteq y \) then there are \( x' \sqsubseteq x \) and \( z' \sqsupseteq z \) such that \( \mathcal{R}x'y'z' \).

- A ternary relation \( R \) is a plump three-place accessibility relation on the point set \( \mathcal{P} \) if, and only if, for any \( x, y, z, x', y', z' \in \mathcal{P} \) such that \( \mathcal{R}xyz \), if \( x' \sqsubseteq x \), \( y' \sqsubseteq y \) and \( z \sqsubseteq z' \), then \( \mathcal{R}x'y'z' \).

We say that \( Q \) is an accessibility relation if, and only if, it is either a positive two-place or a three-place accessibility relation.

Note that plump accessibility relations are accessibility relations. The definitions of accessibility relations relate \( R, \mathcal{R} \) with \( \sqsubseteq \). They are set in such a way that condition (Persistence) can be lifted to arbitrary formulas of \( \mathcal{L}(P, \text{Sub}) \) and holds not only for the propositional letters of \( P \).
Definition 10 (substructural model). A (multi-modal) substructural model is a tuple $\mathcal{M} = (\mathcal{P}, R_1, \ldots, R_m, \mathcal{I})$ where:

- $\mathcal{P} = (P, \sqsubseteq)$ is a point set;
- $R_j \subseteq \mathcal{P} \times \mathcal{P}$ is a (binary) accessibility relation on $\mathcal{P}$, for each $j \in \mathbb{G}$;
- $\mathcal{I} : \mathcal{P} \to 2^{\mathcal{P}}$ is a function called the interpretation function satisfying moreover the condition $\{ x \in \mathcal{M} \mid x \in \mathcal{I}(p) \} \in \text{Prop}(\mathcal{P})$, which can be reformulated as follows: for all $x, y \in \mathcal{P}$ and all $p \in \mathcal{P}$,

$$\text{if } p \in \mathcal{I}(x) \text{ and } x \sqsubseteq y \text{ then } p \in \mathcal{I}(y).$$

(Persistence)

We abusively write $x \in \mathcal{M}$ for $x \in \mathcal{P}$ and $(\mathcal{M}, x)$ is called a pointed substructural model. The class of all pointed substructural models is denoted $\mathcal{E}$. A (pointed) substructural frame is a (pointed) substructural model without interpretation function. The class of all pointed substructural frames is denoted $\mathcal{F}$.

Definition 11 (Evaluation relation). We define the evaluation relation $\models \subseteq \mathcal{E} \times \mathcal{L}(\mathcal{P}, \text{Sub})$ as follows. Let $\mathcal{M}$ be a substructural model, $x \in \mathcal{M}$ and $\varphi, \psi \in \mathcal{L}(\mathcal{P}, \text{Sub})$. The truth conditions for the atomic facts and the connectives of Sub are defined as follows:

- $\mathcal{M}, x \models \top$ always;
- $\mathcal{M}, x \models \bot$ never;
- $\mathcal{M}, x \models p$ iff $p \in \mathcal{I}(x)$;
- $\mathcal{M}, x \models \varphi \land \psi$ iff $\mathcal{M}, x \models \varphi$ and $\mathcal{M}, x \models \psi$;
- $\mathcal{M}, x \models \varphi \lor \psi$ iff $\mathcal{M}, x \models \varphi$ or $\mathcal{M}, x \models \psi$;
- $\mathcal{M}, x \models \Box_j \varphi$ iff for all $y \in \mathcal{P}$ such that $x R_j y$, $\mathcal{M}, y \models \varphi$;
- $\mathcal{M}, x \models \Diamond_j \varphi$ iff there is $y \in \mathcal{P}$ such that $y R_j x$ and $\mathcal{M}, y \models \varphi$;
- $\mathcal{M}, x \models \varphi \otimes \psi$ iff there are $y, z \in \mathcal{P}$ such that $R y z x$, $\mathcal{M}, y \models \varphi$ and $\mathcal{M}, z \models \psi$;
- $\mathcal{M}, x \models \varphi \supset \psi$ iff for all $y, z \in \mathcal{P}$ such that $R y z x$, $\mathcal{M}, y \models \varphi$ then $\mathcal{M}, z \models \psi$;
- $\mathcal{M}, x \models \psi \subset \varphi$ iff for all $y, z \in \mathcal{P}$ such that $R y z x$, $\mathcal{M}, y \models \varphi$ then $\mathcal{M}, z \models \psi$;
- $\mathcal{M}, x \models \varphi \Rightarrow \psi$ iff for all $y \in \mathcal{P}$, if $x \subseteq y$ then not $\mathcal{M}, y \models \varphi$ or $\mathcal{M}, y \not\models \psi$.

We extend these definitions to the class of pointed substructural frames. We define the evaluation relation $\models \subseteq \mathcal{F} \times \mathcal{L}(\mathcal{P}, \text{Sub})$ as follows. Let $(F, x)$ be a pointed frame and let $\varphi \in \mathcal{L}(\mathcal{P}, \text{Sub})$. Then, we have that

$$F, x \models \varphi \text{ iff for all interpretation functions } \mathcal{I} \text{ such that } (F, \mathcal{I}) \text{ satisfies } \text{Persistence}$$

We extend these definitions to the class of pointed substructural frames. We define the evaluation relation $\models \subseteq \mathcal{F} \times \mathcal{L}(\mathcal{P}, \text{Sub})$ as follows. Let $(F, x)$ be a pointed frame and let $\varphi \in \mathcal{L}(\mathcal{P}, \text{Sub})$. Then, we have that

$$F, x \mid \varphi \text{ iff for all interpretation functions } \mathcal{I} \text{ such that } (F, \mathcal{I}) \text{ satisfies } \text{Persistence}$$

A substructural model stripped out from its interpretation function corresponds to a frame as defined in [86, Definition 11.8] and without truth sets. In [86], a model is a frame together with an evaluation relation.
Urquhart’s semantics. The Urquhart’s semantics for relevance logic was developed independently from the Routley–Meyer’s semantics in the early 1970’s. We present it because its configuration is even more directly related to the DEL framework than the Routley–Meyer’s semantics. An operational frame is a set of points $P$ together with a function which gives us a new point from a pair of points:

$$\sqcup : P \times P \rightarrow P.$$  \hspace{1cm} (4)

An operational model is then an operational frame together with a relation $\models$ which indicates what formulas are true at what points. The truth conditions for the implication $\supset$ are defined as follows:

$$x \models \varphi \supset \psi \text{ iff for each } y, \text{ if } y \models \varphi \text{ then } x \sqcup y \models \psi$$ \hspace{1cm} (5)

As one can easily notice, an operational frame is a Routley-Meyer frame where $\mathcal{R}_{xyz}$ holds if and only if $x \sqcup y = z$. Hence, the ternary relation $\mathcal{R}$ of the Routley–Meyer semantics is a generalization of the function $\sqcup$ of the Urquhart’s semantics. Because it is a relation, it allows moreover to apply $x$ to $y$ and yield either a set of outcomes or no outcome at all.

3.2 Updates as Ternary Relations

The ternary relation of the Routley and Meyer semantics was introduced originally for technical reasons: any 2-ary ($n$-ary) connective of a logical language can be given a semantics by resorting to a 3-ary (resp. $n+1$-ary) relation on worlds. Subsequently, a number of philosophical interpretations of this ternary relation have been proposed and we will briefly recall some of them at the end of this section (see [31, 87, 65] for more details). However, one has to admit that providing a non-circular and conceptually grounded interpretation of this relation remains problematic [31]. In this article, we propose a new dynamic interpretation of this relation, inspired by the ternary semantics of DEL.

First, one should observe that the DEL product update $\otimes$ of Definition 7 can be seen as a partial function $\mathcal{F}_{\otimes}$ from a pair of pointed $\mathcal{L}^P$–model and pointed $\mathcal{L}^A$–model to another pointed $\mathcal{L}^P$–model:

$$\mathcal{F}_{\otimes} : \mathcal{E}^P \times \mathcal{E}^A \rightarrow \mathcal{E}^P$$ \hspace{1cm} (6)

There is a formal similarity between this abstract definition of the DEL product update and the function $\sqcup$ of Expression (4) introduced by Urquhart in the early 1970s for providing a semantics to the implication of relevance logic. This similarity is not only formal but also intuitively meaningful. Indeed, the intuitive interpretation of the DEL product update operator is very similar to the intuitive interpretation of the function $\sqcup$ of Urquhart. Points are sometimes also called worlds, states, situations, set-ups, and as explained by Restall:

"We have a class of points (over which $x$ and $y$ vary), and a function $\sqcup$ which gives us new points from old. The point $x \sqcup y$ is supposed, on Urquhart’s interpretation, to be the body of information given by combining $x$ with $y.$" \hspace{1cm} [87, p. 363]
and also, keeping in mind the truth conditions for the connective $\supset$ of Expression (5):

“To be committed to $A \supset B$ is to be committed to $B$ whenever we gain the information that $A$. To put it another way, a body of information warrants $A \supset B$ if and only if whenever you update that information with new information which warrants $A$, the resulting (perhaps new) body of information warrants $B$.” (my emphasis) [87, p. 362]

From these two quotes it is natural to interpret the DEL product update $\otimes$ of Definition 7 as a specific kind of Urquhart’s function $\sqcup$ (Expression (4)). Moreover, as explained by Restall, this substructural “update” can be nonmonotonic and may correspond to some sort of revision:

“[C]ombination is sometimes nonmonotonic in a natural sense. Sometimes when a body of information is combined with another body of information, some of the original body of information might be lost. This is simplest to see in the case motivating the failure of $A \vdash B \supset A$. A body of information might tell us that $A$. However, when we combine it with something which tells us $B$, the resulting body of information might no longer warrant $A$ (as $A$ might with $B$). Combination might not simply result in the addition of information. It may well warrant its revision.” (my emphasis) [87, p. 363]

Our dynamic interpretation of the ternary relation is consistent with the above considerations: sometimes, updating beliefs amounts to revise beliefs. As it turns out, belief revision has also been extensively studied within the DEL framework and DEL has been extended to deal with this phenomenon [5, 109, 99, 25, 26, 61, 7].

More generally, an update can be seen as a partial function $F_\otimes$ from a pair of pointed $L^P$–model and pointed $L^A$–model to a set of pointed $L^P$–model:

$$F_\otimes: \mathcal{E}^P \times \mathcal{E}^A \rightarrow \mathcal{P}(\mathcal{E}^P) \quad (7)$$

Equivalently, an update can be seen as a ternary relation $R_\otimes$ defined on $\mathcal{E}^P \cup \mathcal{E}^A$ between three pointed models $((M, w), (A, e), (M_f, w_f))$ where $(M, w)$ is a pointed $L^P$–model, $(A, e)$ is a pointed $L^A$–model and $(M_f, w_f)$ is another pointed $L^P$–model:

$$R_\otimes \subseteq \mathcal{E}^P \times \mathcal{E}^A \times \mathcal{E}^P \quad (8)$$

The ternary relation of Expression (8) then resembles the ternary relation of the Routley and Meyer semantics. This is not surprising since the Routley and Meyer semantics generalizes the Urquhart semantics (they are essentially the same, since as we explained it in the previous section, an operational frame is a Routley and Meyer frame where $R_{xyz}$ holds if and only if $x \sqcup y = z$). Viewed from the perspective of DEL, the ternary relation then represents a particular sort of update. With this interpretation in mind, $R_{\otimes xyz}$ reads as ‘the occurrence of event $y$ in world $x$ results in the world $z$’ and the corresponding conditional $\chi \supset \varphi$ reads as ‘the occurrence in the current world of an event satisfying property $\chi$ results in a world satisfying $\varphi$’.

The dynamic reading of the ternary relation and its corresponding conditional is very much in line with the so-called “Ramsey Test” of conditional logic. The Ramsey test can be viewed as the
very first modern contribution to the logical study of conditionals and much of the contemporary work on conditional logic can be traced back to the famous footnote of Ramsey [83]. Roughly, it consists in defining a counterfactual conditional in terms of belief revision: an agent currently believes that \( \varphi \) would be true if \( \psi \) were true (i.e. \( \psi \supset \varphi \)) if and only if he should believe \( \varphi \) after learning \( \psi \). A first attempt to provide truth conditions for conditionals, based on Ramsey’s ideas, was proposed by Stalnaker. He defined his semantics by means of selection functions over possible worlds \( f : W \times 2^W \to W \). As one can easily notice, Stalnaker’s selection functions could also be considered from a formal point of view as a special kind of ternary relation, since a relation \( R_f \subseteq W \times 2^W \times W \) can be canonically associated to each selection function \( f \). Moreover, like the ternary relation corresponding to a product update (Expression (8)), this ternary relation is ‘two-sorted’: the antecedent of a conditional takes value in a set of worlds (instead of a single world). So, the dynamic reading of the ternary semantics is consistent with the dynamic reading of conditionals proposed by Ramsey.

This dynamic reading was not really considered and investigated by substructural logicians when they connected the substructural ternary semantics with conditional logic [31]. On the other hand, the dynamic reading of inferences has been stressed to a large extent by van Benthem [100, 103] (we will come back to this point in Section 7), and also by Baltag & Smets [23, 25, 26]. In particular, they distinguished dynamic belief revision from static (standard) belief revision: the latter is a revision of the agent’s beliefs about the state of the world as it was before an event, and the former is a revision of the state of the world as it is after the event. Our dynamic interpretation of the ternary semantics of substructural logics is consistent with the interpretations proposed by substructural logicians. In fact, our point of view is also very much in line with the claim of Gärdenfors and Makinson [46, 63] that non-monotonic reasoning and belief revision are “two sides of the same coin”: as a matter of fact, non-monotonic reasoning is a reasoning style and belief revision is a sort of update. The formal connection in this case also relies on a similar idea based on the Ramsey test.

To summarize our discussion, the DEL product update provides substructural logics with an intuitive and consistent interpretation of its ternary relation. This interpretation is consistent, in the sense that the intuitions underlying the definitions of the DEL framework are coherent with those underlying the ternary semantics of substructural logics, as witnessed by our quotes and citations from the substructural literature.

**Other interpretations of the ternary relation** One interpretation, due to Barwise [28] and developed by Restall [85], takes worlds to be ‘sites’ or ‘channels’, a site being possibly a channel and a channel being possibly a site. If \( x, y \) and \( z \) are sites, \( Rxyz \) reads as ‘\( x \) is a channel between \( y \) and \( z \)’. Hence, if \( \varphi \supset \psi \) is true at channel \( x \), it means that all sites \( y \) and \( z \) connected by channel \( x \) are such that if \( \varphi \) is information available in \( y \), then \( \psi \) is information available in \( z \) (see the paragraph “Related Proof Systems” at the end of Section 5.3 for more details). Another similar interpretation due to Mares [64] adapts Israel and Perry’s theory of information [78] to the relational semantics. In this interpretation, worlds are situations in the sense of Barwise and

\(^5\)Note that Burgess [34] already proposed a ternary semantics for conditionals, but his truth conditions and his interpretation of the ternary relation were quite different from ours.
Perry’s situation semantics [27] and pieces of information – called infons – can carry information about other infons: an infon might carry the information that a red light on a mobile phone carries the information that the battery of the mobile phone is low. In this interpretation, the ternary relation $R$ represents the informational links in situations: if there is an informational link in situation $x$ that says that an infon $\sigma$ carries the information that the infon $\pi$ also holds, then if $Rxyz$ holds and $y$ contains the infon $\sigma$, then $z$ contains the infon $\pi$. Other interpretations of the ternary relation have been proposed by Beall & Al. [31], with a particular focus on their relation to conditionality. For more information on this topic the reader is invited to consult [66] which covers the material briefly reviewed in this paragraph.

4 Update Logic

In this section we define our update logic. After introducing some mathematical definitions in Section 4.1, we motivate in Section 4.2 the introduction of three triples of logical connectives. These connectives generalize the triple $(\otimes, \supset, \subset)$ of substructural logics and will be given a cyclical semantics in Section 4.3.

4.1 Preliminary Definitions

The general definitions of this section will be used in the rest of the article.

Definition 12 (Logic).

A logic is a triple $L := (\mathcal{L}(P, C_{\varphi}), E, \models )$ where

- $\mathcal{L}(P, C_{\varphi})$ is a logical language defined as a set of well-formed expressions built from a set of logical (and structural) connectives $C_{\varphi}$ and a set of propositional letters $P$;
- $E$ is a class of pointed models or frames;
- $\models$ is a satisfaction relation which relates in a compositional manner elements of $\mathcal{L}(P, C_{\varphi})$ to models of $E$ by means of so-called truth conditions.

Note that the above semantically–based definition of a logic is also used by French et Al. [41].

Example 4. The triples $(\mathcal{L}(P, \text{Sub}), E, \models )$ and $(\mathcal{L}(P, \text{Sub}_-), E, \models )$ are logics. We list in Figure 6 logics that we deem to be ‘classical’. The triple $(\mathcal{L}^P, \mathcal{E}^P, \models ^P )$ is also a logic, called epistemic logic.

Definition 13 (Expressiveness).

Let two logics $L = (\mathcal{L}, E, \models )$ and $L' = (\mathcal{L}', E, \models ')$ be given (interpreted over the same class of models $E$). Let $\varphi \in \mathcal{L}$ and $\varphi' \in \mathcal{L}'$. We say that $\varphi$ is as expressive as $\varphi'$ when $\{ M \in E \mid M \models \varphi \} = \{ M \in E \mid M \models ' \varphi' \}$. We say that $L$ has at least the same expressive power as $L'$, denoted $L \geq L'$, when for all $\varphi' \in \mathcal{L}'$, there is $\varphi \in \mathcal{L}$ such that $\varphi$ is as expressive as $\varphi'$. When $L$ has at least the same expressive power as $L'$ and vice versa, we say that $L$ and $L'$ have the same expressive power and we write it $L \equiv L'$. Otherwise, $L$ is strictly more expressive than $L'$ and we write it $L > L'$.

Example 5. It holds that $(\mathcal{L}(P, \text{Sub}), E, \models ) > (\mathcal{L}(P, \text{Sub}_-), E, \models )$. \hfill \Box
4.2 Talking about Ternary Relations

If we want to reason about updates, we must be able to express properties of updates. In other words, we need a language for talking about updates. Since we represent them by ternary relations, it seems natural to require that our language be able to express properties that relate what is true at each point of the ternary relations, that is, what is true at: 1. the initial situation (expressed by a formula $\phi$), 2. the event occurring in this situation (expressed by a second formula $\chi$), 3. the resulting situation after the event has occurred (expressed by a third formula $\psi$):

$$1, \phi \rightarrow 2, \chi \rightarrow 3, \psi$$

This leads us to the following general question: assume that we stand in one of these three time points $x$ (be it 1, 2 or 3), what kind of property can we express and infer about the other time points $y$ and $z$? Here is a non-exhaustive list of the possible and most natural expressions that we would want to state:

(a) For all $y$, if $y$ satisfies $\phi$ then for all $z$, $z$ satisfies $\psi$: “$x \models \forall y \forall z (\phi(y) \rightarrow \psi(z))$”.

For example, in the initial state 1, is it the case that any event satisfying $\chi$ will always lead to a state 3 satisfying $\psi$? Or, in state 3, is it the case that before the occurrence of any event satisfying $\chi$, $\phi$ held in all initial states 1?

(b) There exist $y$ and $z$ such that $y$ satisfies $\phi$ and $z$ satisfies $\psi$: “$x \models \exists y \exists z (\phi(y) \land \psi(z))$”.

For example, in state 1, is it the case that there exists an event satisfying $\chi$ that may lead to a state where $\psi$ holds? Or, in state 3, is it possible that our current state might have been the result of an event satisfying $\chi$ in an initial state where $\phi$ held?

(c) For all $y$ satisfying $\phi$, there exists $z$ satisfying $\psi$: “$x \models \forall y \exists z (\phi(y) \rightarrow \psi(z))$”.

For example, in state 1, is it the case that any events satisfying $\chi$ may lead possibly to a state where $\psi$ holds? Or, in state 3, is it the case that an event satisfying $\chi$ might have occurred so that any former situation before this event satisfied $\phi$?

This list of expressions is obviously non-exhaustive. Providing formal tools that answer these kinds of questions leads to applications in artificial intelligence and theoretical computer
science, and as it turns out, some of these questions have already been addressed in DEL and other logical formalisms (see Section 7 for more details and examples). Typically, most of the works about conditionals and belief dynamics deal with the first kind of statements (a) or (b). In fact, the conditionals ⊃ and ⊂ of substructural and relevance logics of the previous section are of the form (a), whereas the substructural connective ⊗ is of the form (b). The language that we will define will only deal with the first two kinds of expressions (a) and (b) (Section 4.3). This language is intended to capture the various conditionals and belief change operators which have been introduced in the philosophical and artificial intelligence literature.

4.3 Syntax and Semantics of Update Logic

We define formally formulas, structures and then consecutions (sometimes called sequents in the literature). This is an incremental definition and each of these objects is defined on the basis of the previous one. Moreover, in the sequel, we will view sets of formulas, sets of structures and sets of consecutions as logical languages.

**Notation 2.** In the rest of this article, we will use the following logical connectives $\text{Con}_\varphi$ and structural connectives $\text{Con}_X$ ($\varphi$ will denote formulas and $X$ will denote structures):

$$\text{Con}_\varphi := \{\Box_j, \Diamond_j, \neg, \lor, \land, \top, \bot, \supset, \sqsubset, \sqsupset, \sqcap, \sqcup, \sqsubseteq, \sqsupseteq, i \in \{1, 2, 3\}, j \in \mathbb{G}\}$$

$$\text{Con}_X := \{\ast, \cdot, \cdot, \cdot, i \in \{0, 1, 2, 3\}, j \in \mathbb{G}\}$$

The connectives $\lor, \land, \sqcap, \sqcup, \sqsubseteq, \sqsupseteq$ (where $i$ ranges over $\{1, 2, 3\}$) are binary connectives, $\Box_j, \Diamond_j, \neg, \ast, \cdot, \cdot, \cdot$ are unary connectives (where $j$ ranges over $\mathbb{G}$) and $\top, \bot$ are nullary connectives. The structural connective $\cdot, \cdot$ will often simply be denoted $\cdot, \cdot$.

**Definition 14** (Formula, structure and consecution).

- Let $C_\varphi \subseteq \text{Con}_\varphi$ be a non-empty set of logical connectives. The *language associated to* $C_\varphi$, denoted $\mathcal{L}(\mathbb{P}, C_\varphi)$, is the language built compositionally from the connectives of $C_\varphi$ and the set of propositional letters $\mathbb{P}$. Elements of the language $\mathcal{L}(\mathbb{P}, C_\varphi)$ are called $\mathcal{L}(\mathbb{P}, C_\varphi)$–formulas and are generally denoted $\varphi, \chi, \psi, \ldots$.

- Let $C_X \subseteq \text{Con}_X$ and $C_\varphi \subseteq \text{Con}_\varphi$ be non-empty sets of structural connectives and logical connectives. The *set of structures associated to* $C_\varphi$ and $C_X$, denoted $\mathcal{S}(\mathbb{P}, C_\varphi, C_X)$, is the language built compositionally from the structural connectives of $C_X$ and the set $\mathcal{L}(\mathbb{P}, C_\varphi)$. Elements of the language $\mathcal{S}(\mathbb{P}, C_\varphi, C_X)$ are called $\mathcal{S}(\mathbb{P}, C_\varphi, C_X)$–structures and are generally denoted $X, Y, Z, \ldots$.

The *structural connectives associated to* $C_\varphi$, denoted $\text{Struc}(C_\varphi)$, is the set of structural connectives $\{\ast, \cdot, \cdot\}$ together with $\{\cdot, i \in \{1, 2, 3\}\}$ if $C_\varphi \cap \{\Box_i, \Diamond_i, \supset, \sqsubseteq, i \in \{1, 2, 3\}\} \neq \emptyset$ and with $\{\cdot, \cdot\}$ if $C_\varphi \cap \{\Box_j, \Diamond_j, \ast, i \in \{1, 2, 3\}\} \neq \emptyset$. We denote by $\mathcal{S}(\mathbb{P}, C_\varphi)$ the set of all $\mathcal{S}(\mathbb{P}, C_\varphi, \text{Struc}(C_\varphi))$–structures.

- Let $C_X \subseteq \text{Con}_X$ and $C_\varphi \subseteq \text{Con}_\varphi$ be non-empty sets of structural connectives and logical connectives. A $\mathcal{S}(\mathbb{P}, C_\varphi, C_X)$–consecution is an expression of the form $X \vdash Y$.
\[
X \vdash \text{ or } Y, \text{ where } X, Y \in S(\mathbb{P}, C_\varphi). \text{ The } S(\mathbb{P}, C_\varphi, C_X)\text{-structure } X \text{ is called the antecedent and the } S(\mathbb{P}, C_\varphi, C_X)\text{-structure } Y \text{ is called the consequent. Moreover, we write } X_1, \ldots, X_n \vdash Y \text{ for } ((\ldots (X_1, \ldots, X_{n-2}), X_{n-1}), X_n) \vdash Y. \text{ We denote by } \mathcal{C}(C_\varphi) \text{ the set of all } S(\mathbb{P}, C_\varphi, \text{Struc}(C_\varphi))\text{-consecutions.}
\]

The connective \( \rightarrow \) (standing for the material implication) is defined by the following abbreviation: \( (\varphi \rightarrow \psi) := (\neg \varphi \lor \psi) \). To avoid any ambiguity, every occurrence of any binary connective is surrounded by brackets.

**Example 6.** If \( C_\varphi = \{ \neg, \land, \lor, \exists, \subset, \subseteq \} \), then the language \( \mathcal{L}(\mathbb{P}, C_\varphi) \) is defined by the following grammar in BNF, where \( p \) ranges over \( \mathbb{P} \):

\[
\mathcal{L}(\mathbb{P}, C_\varphi) : \quad \varphi ::= p \mid \neg \varphi \mid (\varphi \land \varphi) \mid (\varphi \lor \varphi) \mid (\varphi \land \varphi) \mid (\varphi \subset \varphi) \mid (\varphi \subseteq \varphi)
\]

Then, we have that \( \text{Struc}(C_\varphi) = \{ *, s, n, i \mid i \in \{1, 2, 3\} \} \). So, the language \( S(\mathbb{P}, C_\varphi) := S(\mathbb{P}, C_\varphi, \text{Struc}(C_\varphi)) \) is defined by the following grammar in BNF, where \( \varphi \) ranges over \( \mathcal{L}(\mathbb{P}, C_\varphi) \) and \( i \) ranges over \( \{1, 2, 3\} \):

\[
S(\mathbb{P}, C_\varphi) : \quad X ::= \varphi \mid *X \mid (\varphi \land X) \mid (X \land \varphi)
\]

**Notation 3.** To save parenthesis, we use the following ranking of binding strength: \( \otimes, \triangleright_i, \land, \lor, \rightarrow \) (where \( i \) ranges over \( \{1, 2, 3\} \)). For example, \( \square_1 \neg p \land q \rightarrow \neg r \otimes_i s \) stands for \( (((\square_1 (\neg p)) \land q) \rightarrow (\neg r) \otimes_i s) \) (additional brackets have been added for the unary connectives \( \square_1 \) and \( \neg \), even if they are not needed and will not appear in any formula anyway). For every binary connective \( \ast \), we use the following notation: \( X_1 \ast \ldots \ast X_n := ((\ldots (X_1 \ast \ldots \ast X_{n-2}) \ast X_{n-1}) \ast X_n) \). For example, \( \varphi_1 \lor \ldots \lor \varphi_n := ((\ldots (\varphi_1 \lor \ldots \lor \varphi_{n-2}) \lor \varphi_{n-1}) \lor \varphi_n) \) and \( X_1, \ldots, X_n := ((\ldots (X_1, \ldots, X_{n-2}), X_{n-1}), X_n) \).

**Definition 15** (Update logic). Let \( E \) be an arbitrary set of three elements. For each \( i \in \{1, 2, 3\} \), we define the cyclical permutations \( \sigma_i : E^3 \rightarrow E^3 \) as follows: for all \( x, y, z \in E \),

\[
\sigma_1(x, y, z) = (x, y, z) \quad \sigma_2(x, y, z) = (z, x, y) \quad \sigma_3(x, y, z) = (y, z, x).
\]

- We define the evaluation relation \( \models \subseteq E \times \mathcal{L}(\mathbb{P}, \text{Con}_\varphi) \) inductively as follows. Let \( (M, x) \in E \) be a pointed substructural model and let \( \varphi \in \mathcal{L}(\mathbb{P}, \text{Con}_\varphi) \). The truth conditions for the connectives \( \square_j, \triangleright_i, \land, \lor, \rightarrow, \top \) are defined like in Definition [11]. The truth condition for the Boolean negation is defined as follows:

\[
M, x \models \neg \varphi \quad \text{iff} \quad \text{it is not the case that } M, x \models \varphi.
\]

The truth conditions for the connectives \( \otimes, \triangleright_i, \land, \lor, \rightarrow \) are defined as follows: for all \( i \in \{1, 2, 3\} \), we have that

\[
M, x \models \varphi \otimes_i \psi \quad \text{iff} \quad \text{there are } y, z \in P \text{ such that } \sigma_i(x, y, z) \in R, \\
M, y \models \varphi \text{ and } M, z \models \psi;
\]

\[
M, x \models \varphi \triangleright_i \psi \quad \text{iff} \quad \text{for all } y, z \in P \text{ such that } \sigma_i(x, y, z) \in R, \\
\text{if } M, y \models \varphi \text{ then } M, z \models \psi;
\]

\[
M, x \models \varphi \subset_i \psi \quad \text{iff} \quad \text{for all } y, z \in P \text{ such that } \sigma_i(x, y, z) \in R, \\
\text{if } M, y \models \varphi \text{ then } M, z \models \psi.
\]
• We extend the scope of the evaluation relation $\models$ simultaneously in two different ways in order to also relate points to $\mathcal{S}(\mathbb{P}, \text{Con}_\varphi)$—structures. The antecedent evaluation relation $\models^\varphi \subseteq \mathcal{E} \times \mathcal{S}(\mathbb{P}, \text{Con}_\varphi)$ is defined inductively as follows: for all $i \in \{1, 2, 3\}$,

\[
\begin{align*}
\mathcal{M}, x \models^\varphi & \quad \text{iff} \quad \mathcal{M}, x \models \varphi; \\
\mathcal{M}, x \models^{\ast} X & \quad \text{iff} \quad \text{it is not the case that } \mathcal{M}, x \models^K X; \\
\mathcal{M}, x \models^{\bullet} X & \quad \text{iff} \quad \text{there is } y \in \mathcal{M} \text{ such that } yR_ix \\
& \quad \text{and it holds that } \mathcal{M}, y \models^\varphi X; \\
\mathcal{M}, x \models^X, Y & \quad \text{iff} \quad \mathcal{M}, x \models^X \text{ and } \mathcal{M}, x \models^Y; \\
\mathcal{M}, x \models^X \rightarrow, Y & \quad \text{iff} \quad \text{there are } y, z \in \mathcal{M} \text{ such that } \sigma(x, y, z) \in R, \\
& \quad \mathcal{M}, y \models^X \text{ and } \mathcal{M}, z \models^Y.
\end{align*}
\]

The consequent evaluation relation $\models^K \subseteq \mathcal{E} \times \mathcal{S}(\mathbb{P}, \text{Con}_\varphi)$ is defined inductively as follows: for all $i \in \{1, 2, 3\}$,

\[
\begin{align*}
\mathcal{M}, x \models^K \varphi & \quad \text{iff} \quad \mathcal{M}, x \models \varphi; \\
\mathcal{M}, x \models^\ast X & \quad \text{iff} \quad \text{it is not the case that } \mathcal{M}, x \models^K X; \\
\mathcal{M}, x \models^{\bullet} X & \quad \text{iff} \quad \text{for all } y \in \mathcal{M} \text{ such that } xR_jy, \\
& \quad \text{it holds that } \mathcal{M}, y \models^K X; \\
\mathcal{M}, x \models^K X, Y & \quad \text{iff} \quad \mathcal{M}, x \models^K X \text{ or } \mathcal{M}, x \models^K Y; \\
\mathcal{M}, x \models^K X \rightarrow, Y & \quad \text{iff} \quad \text{for all } y, z \in \mathcal{M} \text{ such that } \sigma(x, y, z) \in R, \\
& \quad \mathcal{M}, y \models^K X \text{ or } \mathcal{M}, z \models^K Y.
\end{align*}
\]

• We extend the scope of the relation $\models$ to also relate points to $\mathcal{S}(\mathbb{P}, \text{Con}_\varphi)$—consecutions. Depending on the form of the $\mathcal{S}(\mathbb{P}, \text{Con}_\varphi)$—consecution, that is, whether it is of the form $X \models Y$, $\models Y$ or $X \models$, we have:

\[
\begin{align*}
\mathcal{M}, x \models X \rightarrow Y & \quad \text{iff} \quad \text{if } \mathcal{M}, x \models^X \text{ then } \mathcal{M}, x \models^K Y; \\
\mathcal{M}, x \models \models Y & \quad \text{iff} \quad \mathcal{M}, x \models^K Y; \\
\mathcal{M}, x \models X \models & \quad \text{iff} \quad \text{it is not the case that } \mathcal{M}, x \models^X \text{ X.}
\end{align*}
\]

So, for all $\mathbb{C}_\varphi \subseteq \text{Con}_\varphi$, the triples $(\mathcal{L}(\mathbb{P}, \mathbb{C}_\varphi), \mathcal{E}, \models)$, $(\mathcal{S}(\mathbb{P}, \mathbb{C}_\varphi), \mathcal{E}, \models^\varphi)$, $(\mathcal{S}(\mathbb{P}, \mathbb{C}_\varphi), \mathcal{E}, \models^K)$ and $(\mathcal{L}(\mathbb{P}, \mathbb{C}_\varphi), \mathcal{E}, \models)$ are logics (as defined in Definition [12]). The triple $(\mathcal{L}(\mathbb{P}, \text{Con}_\varphi), \mathcal{E}, \models)$ is also a logic, called update logic.

Spelling out the truth conditions for the connectives $\otimes$, $\supset$, and $\subset$, for $i \in \{1, 2, 3\}$, we obtain the expressions of Figure [7]. The indices 1, 2 and 3 of our connectives indicate when formulas are evaluated. The connectives $\supset$, $\subset$ and $\otimes$ express properties of updates before the event, the connectives $\otimes$, $\supset$ and $\cap$ properties during the event and the connectives $\supset$, $\subset$ and $\otimes$ properties after the event. Typically, the formula $\varphi$ deals with the initial situation, the formula $\chi$ deals with the event and the formula $\psi$ deals with the final situation. The direction of the arrow ($\subset$ or $\supset$) indicates the conditional direction in which the formula should be read. For example, the formula $\psi \supset \varphi$ tells us that it should be evaluated during an event (2) and reads as “if the initial situation will satisfy $\psi$ then the initial situation must necessarily satisfy $\varphi$”, whereas $\psi \subset \varphi$ reads as “if the initial situation satisfies $\varphi$ then the final situation will
\(\mathcal{M}, x \models \chi \otimes_1 \psi\) iff there are \(y, z \in \mathcal{P}\) such that \(\mathcal{R}(xyz)\),
\(\mathcal{M}, x \models \chi \supset_1 \psi\) for all \(y, z \in \mathcal{P}\) such that \(\mathcal{R}(xyz)\),
\(\mathcal{M}, x \models \chi \subset_1 \psi\) for all \(y, z \in \mathcal{P}\) such that \(\mathcal{R}(xyz)\),
\(\mathcal{M}, x \models \psi \otimes_2 \varphi\) iff there are \(y, z \in \mathcal{P}\) such that \(\mathcal{R}(zxy)\),
\(\mathcal{M}, x \models \psi \supset_2 \varphi\) for all \(y, z \in \mathcal{P}\) such that \(\mathcal{R}(zxy)\),
\(\mathcal{M}, x \models \psi \subset_2 \varphi\) for all \(y, z \in \mathcal{P}\) such that \(\mathcal{R}(zxy)\),
\(\mathcal{M}, x \models \varphi \otimes_3 \chi\) iff there are \(y, z \in \mathcal{P}\) such that \(\mathcal{R}(yzx)\),
\(\mathcal{M}, x \models \varphi \supset_3 \chi\) for all \(y, z \in \mathcal{P}\) such that \(\mathcal{R}(yzx)\),
\(\mathcal{M}, x \models \varphi \subset_3 \chi\) for all \(y, z \in \mathcal{P}\) such that \(\mathcal{R}(yzx)\).

Figure 7: Spelling out the Truth Conditions

necessarily satisfy \(\psi\). The formula \(\chi \supset \psi\) reads as “\(\psi\) will hold after the occurrence of any events satisfying \(\chi\)” and the formula \(\varphi \subset \chi\) reads as “\(\varphi\) held before the occurrence of any events satisfying \(\chi\)”. The connectives \(\otimes_i, \subset_i, \supset_i\) are of the form (b) and the connectives \(\supset, \subset, \supset_i\) are of the form (a) (see page 15). Note that the classical substructural connectives \(\otimes, \supset, \subset\) and \(\subset, \supset, \subset\) of the previous section correspond to our connectives \(\otimes, \supset, \subset\) and \(\supset, \subset, \supset\). So, our language \(\mathcal{L}(\mathcal{P}, \text{Con}_\varphi)\) extends the language \(\mathcal{L}(\mathcal{P}, \text{Sub}_-)\) of substructural logics presented in Section 3.1 and the logic \((\mathcal{L}(\mathcal{P}, \text{Con}_\varphi), \mathcal{E}, \models)\) is therefore at least as expressive as \((\mathcal{L}(\mathcal{P}, \text{Sub}_-), \mathcal{E}, \models)\). In fact, \((\mathcal{L}(\mathcal{P}, \text{Con}_\varphi), \mathcal{E}, \models)\) is strictly more expressive than \((\mathcal{L}(\mathcal{P}, \text{Sub}_-), \mathcal{E}, \models)\), as proved in [12].

5 Proof calculi for Update Logic

Extending Gentzen’s original sequent calculi with modalities has turned out over the years to be difficult. Many of the interesting theoretical properties of sequent calculi are lost when one adds modalities (see for example Poggiolesi [80, Chapter 1] for more details). A number of methods have been proposed to overcome these difficulties: display calculi, labelled sequents, tree hypersequents (see Poggiolesi and Restall [81] for an accessible introduction to these different sorts of calculi). In this section, we provide a display calculus and a sequent calculus for our update logic. As we will see, this display calculus will be a generalization of the display calculus for modal logic introduced by Wansing [116] and the sequent calculus will be a generalization of
the non-associative Lambek calculus NL [59 60].

5.1 Preliminary Definitions

The general definitions of this section will be used in the rest of the article.

**Definition 16** (Truth, validity, logical consequence). Let \( L = (L, E, \models) \) be a logic. Let \( M \in E \), \( \Gamma \subseteq L \) and \( \varphi \in L \). We write \( M \vDash \Gamma \) when for all \( \psi \in \Gamma \), we have \( M \vDash \psi \). Then, we say that

1. \( \varphi \) is true (satisfied) at \( M \) or \( M \) is a model of \( \varphi \) when \( M \vDash \varphi \);
2. \( \varphi \) is a logical consequence of \( \Gamma \), denoted \( \Gamma \vDash L \varphi \), when for all \( M \in E \), if \( M \vDash \Gamma \) then \( M \vDash \varphi \);
3. \( \varphi \) is valid, denoted \( \Vdash L \varphi \), when for all models \( M \in E \), we have \( M \vDash \varphi \). □

**Definition 17** (Conservativity). Let \( L = (L, E, \models) \) and \( L' = (L', E', \models') \) be two logics such that \( L \subseteq L' \). We say that \( L' \) is a conservative extension of \( L \) when

\[
\{ \varphi \in L \mid \vDash L \varphi \} = L \cap \{ \varphi' \in L' \mid \vDash' L \varphi' \}.
\]

Our definition of a proof system and of an inference rule is taken from Mendelson [67].

**Definition 18** (Proof system and sequent calculus). Let \( L = (L, E, \models) \) be a logic. A proof system \( \mathcal{P} \) for \( L \) is a set of elements of \( L \) called axioms and a set of inference rules. Most often, one can effectively decide whether a given element of \( L \) is an axiom. To be more precise, an inference rule \( R \) in \( L \) is a relation among elements of \( L \) such that there is a unique \( l \in \mathbb{N}^* \) such that, for all \( \varphi, \varphi_1, \ldots, \varphi_l \in L \), one can effectively decide whether \( (\varphi_1, \ldots, \varphi_l, \varphi) \in R \). The elements \( \varphi_1, \ldots, \varphi_l \) are called the premises and \( \varphi \) is called the conclusion and we say that \( \varphi \) is a direct consequence of \( \varphi_1, \ldots, \varphi_l \) by virtue of \( R \). Let \( \Gamma \subseteq L \) and let \( \varphi \in L \). We say that \( \varphi \) is provable (from \( \Gamma \)) in \( \mathcal{P} \) or a theorem of \( \mathcal{P} \), denoted \( \vdash \mathcal{P} \varphi \) (resp. \( \Gamma \vdash \mathcal{P} \varphi \)), when there is a proof of \( \varphi \) (from \( \Gamma \)) in \( \mathcal{P} \), that is, a finite sequence of formulas ending in \( \varphi \) such that each of these formulas is:

1. either an instance of an axiom of \( \mathcal{P} \) (or a formula of \( \Gamma \));
2. or the direct consequence of preceding formulas by virtue of an inference rule \( R \).

If \( \mathcal{S} \) is a set of \( L \)-consecutions, this set \( \mathcal{S} \) can be viewed as a logical language. Then, we call sequent calculus for \( \mathcal{S} \) a proof system for \( L \).

**Definition 19** (Soundness and completeness). Let \( L = (L, E, \models) \) be a logic. Let \( \mathcal{P} \) be a proof system for \( L \). Then,

- \( \mathcal{P} \) is **sound** for the logic \( L \) when for all \( \varphi \in L \), if \( \vdash \mathcal{P} \varphi \), then \( \vDash L \varphi \).
- \( \mathcal{P} \) is **(strongly) complete** for the logic \( L \) when for all \( \varphi \in L \) (and all \( \Gamma \subseteq L \)), if \( \vDash L \varphi \), then \( \vdash \mathcal{P} \varphi \) (resp. if \( \Gamma \vDash L \varphi \), then \( \Gamma \vdash \mathcal{P} \varphi \)). □

Because a proof is a finite sequence of formulas, soundness for the logic \( L \) coincides with ‘strong’ soundness for the logic \( L \), i.e. for all \( \varphi \in L \) and all \( \Gamma \subseteq L \), if \( \Gamma \vdash \mathcal{P} \varphi \), then \( \Gamma \vDash L \varphi \).
5.2 A Generalized Modal Display Calculus

In this section, we introduce a display calculus for our update logic. It generalizes the modal display calculus of Wansing [116].

Definition 20 (Display calculus \(UL(C_\phi)\)). Let \(C_\phi \subseteq Con_\phi\). The display calculus for \(C(C_\phi)\), denoted \(UL(C_\phi)\), is the display calculus containing the rules of Figure 9 mentioning the logical connectives of \(C_\phi\) and the rules of Figure 8 mentioning the structural connectives of \(Struc(C_\phi)\) (a double line means that the rule holds in both directions). When \(C_\phi = Con_\phi\), the display calculus \(UL(C_\phi)\) is denoted \(UL\). In these rules, \(U\) and \(V\) can be empty structures and in that case \(U, X\) denotes \(X\). Moreover, in rule \(\otimes_i K\) (for \(i \in \{1, 2, 3\}\)), the consequents of the premises can also be empty and in that case the consequent of the conclusion is also empty. For better readability, the brackets for binary connectives are omitted.

A parameter in an inference rule is a structure (or formula) which is either held constant from premises to conclusion or which is introduced with no regard to its particular (formulas introduced by weakening are also parameters). A principal formulas in an inference rule is a non–parametric formula occurring in the conclusion. Congruent parameters in an inference rules are parameters that occur both in the premise(s) and the conclusion of that inference rule and that correspond to the same formula/structure. In our display calculus \(UL\) of Figures 8 and 9, principal formulas are represented by Greek formulas \(\phi, \psi\) and parameters are denoted by the Latin letters \(X, Y, Z\). Congruent parameters are denoted by the same Latin letter (be it \(X, Y\) or \(Z\)).

Theorem 1 ([12]). Let \(C_\phi \subseteq Con_\phi\). The display calculus \(UL(C_\phi)\) is sound and strongly complete for the logic \((C(C_\phi), E, \models)\).

Admissibility of the Cut Rule. Theorem 2 below shows that \(UL\) is a display calculus: each antecedent (consequent) part of a consecution can be ‘displayed’ as the sole antecedent (resp. consequent) of a structurally equivalent consecution.

Definition 21 (Antecedent and consequent part). Let \(X\) be a \(S(P, Con_\phi)\)–structure and let \(Y\) be a substructure of \(X\). We say that \(Y\) occurs positively in \(X\) if it is in the scope of an even number of *. Otherwise, if \(Y\) is in the scope of an odd number of * in \(X\), we say that \(Y\) occurs negatively in \(X\). If \(X \models Y\) is a \(S(P, Con_\phi)\)–consecution, then \(X\) is called the antecedent and \(Y\) is called the consequent. Let \(Z\) be a substructure of \(X\) or \(Y\). We say that \(Z\) is an antecedent part of \(X \models Y\) if \(Z\) occurs positively in \(X\) or negatively in \(Y\). We say that \(Z\) is a consequent part of \(X \models Y\) if \(Z\) occurs positively in \(Y\) or negatively in \(X\).

Theorem 2 (Display Theorem [12]). For each \(S(P, Con_\phi)\)–consecution \(X \models Y\) and each antecedent part (respectively consequent part) \(Z\) of \(X \models Y\), if \(X \models Y\) then there exists a \(L(P, Con_\phi, Con_X)\)–structure \(W\) such that \(Z \models W\) (respectively \(W \models Z\)).

Theorem 3 (Strong cut elimination [12]). The display calculus \(UL\) is a proper display calculus. Hence, \(UL\) enjoys strong cut-elimination and therefore the cut rule is an admissible rule of \(UL\).
Classical Rules:

\[
\begin{align*}
U \vdash V & \quad \text{K} \\
U, X \vdash V & \quad \text{WI} \\
X, X \vdash U & \quad \text{Cl} \\
X, Y \vdash U & \quad (X, Y), Z \vdash U \\
X, (Y, Z) \vdash U & \quad B^c
\end{align*}
\]

\[
\begin{align*}
U \vdash Y & \quad \text{A} \\
U, \ast Y \vdash & \quad \ast_A \\
U, \ast Y \vdash & \quad \ast_K
\end{align*}
\]

Display Rules:

\[
\begin{align*}
X, Y \vdash Z & \quad Z \vdash X, Y \\
X \vdash \ast Y, Z & \quad \ast Y, Z \vdash X \\
Y \vdash Z, \ast X & \quad Z, \ast X \vdash Y \\
Y \vdash \ast X & \quad \ast X \vdash Y
\end{align*}
\]

where \((i, j, k) \in \{(0, 0, 0), (1, 2, 3), (2, 3, 1), (3, 1, 2)\}\) and \(j \in G\)

Cut Rule:

\[
\begin{align*}
U \vdash \varphi & \quad \varphi \vdash V \\
U \vdash V
\end{align*}
\]

Figure 8: Display Calculus UL: Structural Rules
Axioms:

\[ \frac{p}{p} \quad Id \]
\[ \frac{}{\bot} \quad \bot_A \]
\[ \frac{}{\top} \quad \top_K \]

Propositional Connectives:

\[ \frac{U \models \ast \varphi}{\varphi \models \ast \varphi} \quad \nabla_K \quad \frac{\nabla \psi}{U \models \varphi \lor \psi} \quad \frac{\nabla \varphi}{U \models \nabla \varphi} \quad \frac{\nabla \varphi}{U \models \nabla \psi} \quad \frac{\nabla \varphi}{\nabla \varphi \lor \psi} \quad \frac{\nabla \varphi}{\varphi \lor \psi} \models \nabla \varphi \quad \frac{\nabla \varphi}{\nabla \varphi \lor \psi} \quad \frac{\nabla \varphi}{\varphi \lor \psi} \models \nabla \varphi \]

Modal Connectives:

\[ \frac{\bullet, X \models \varphi}{X \models \nabla \varphi} \quad \frac{\nabla \varphi}{\bullet, X \models \nabla \varphi} \quad \frac{\bullet, X \models \nabla \varphi}{\nabla \varphi} \quad \frac{\nabla \varphi}{\nabla \varphi} \]

where \( j \in G \)

Substructural Connectives:

\[ \frac{X \models \varphi}{Y \models \psi} \quad \frac{\otimes_K \varphi, \psi}{\otimes \varphi, \psi} \quad \frac{\otimes_A \varphi, \psi}{\otimes \varphi, \psi} \]
\[ \frac{X \models \varphi}{Y \models \psi} \quad \frac{\odot_K \varphi, \psi}{\odot \varphi, \psi} \quad \frac{\odot_A \varphi, \psi}{\odot \varphi, \psi} \]
\[ \frac{\bullet, X \models \varphi}{\bullet, Y \models \psi} \quad \frac{\bullet, X \models \varphi}{\bullet, Y \models \psi} \quad \frac{\bullet, X \models \varphi}{\bullet, Y \models \psi} \quad \frac{\bullet, X \models \varphi}{\bullet, Y \models \psi} \]

where \( (i, j, k) \in \{(1, 2, 3), (2, 3, 1), (3, 1, 2)\} \)

Figure 9: Display Calculus UL: Logical Rules
In this section, we introduce a sequent calculus for our update logic. It generalizes the non–
associative Lambek calculus \[59, 60\]. In fact, our sequent calculus is an intermediate between
a display calculus and an LK–calculus: it has multiple structural connectives with indices (the
commas and the bullets).

**Definition 22** (Simple consecution). Let \( \mathcal{C}_\varphi \subseteq \mathsf{Con}_\varphi \). A **simple** \( \mathcal{S} (\mathcal{P}, \mathcal{C}_\varphi)\)–consecution is a \( \mathcal{S} (\mathcal{P}, \mathcal{C}_\varphi, \{ s_0, s_1, s_3 \})\)–consecution of the form \( \Gamma \vdash Y, X \vdash \) or \( \vdash Y \), where \( X \in \mathcal{S} (\mathcal{P}, \mathcal{C}_\varphi, \{ s_0, s_1, s_3 \}) \) and \( Y \in \mathcal{S} (\mathcal{P}, \mathcal{C}_\varphi, \{ s_0 \}) \). The set of all simple \( \mathcal{S} (\mathcal{P}, \mathcal{C}_\varphi)\)–consecutions is denoted \( \mathcal{C} (\mathcal{C}_\varphi)^s \).

Let \( \mathcal{C}_\varphi \subseteq \mathsf{Con}_\varphi \) and \( \mathcal{C}_X \subseteq \mathcal{C}_X \). If \( X \) is a \( \mathcal{S} (\mathcal{P}, \mathcal{C}_\varphi, \mathcal{C}_X)\)–structure, we abusively write \( \varphi \in X \) when the formula \( \varphi \in \mathcal{L}_{\mathsf{DEL}} \) is a substructure of \( X \). The expression \( \Gamma [X] \) denotes a \( \mathcal{S} (\mathcal{P}, \mathcal{C}_\varphi, \mathcal{C}_X)\)–structure containing as substructure the \( \mathcal{S} (\mathcal{P}, \mathcal{C}_\varphi, \mathcal{C}_X)\)–structure \( X \), and \( \Gamma [Z] \) denotes the \( \mathcal{S} (\mathcal{P}, \mathcal{C}_\varphi, \mathcal{C}_X)\)–structure \( \Gamma [X] \) where \( X \) is uniformly substituted by the structure \( Z \). □

**Definition 23** (Sequent calculi \( \mathsf{UL}^*(\mathcal{C}_\varphi) \) and \( \mathsf{UL}^* \)). Let \( \mathcal{C}_\varphi \subseteq \mathsf{Con}_\varphi \). The **sequent calculus** for \( \mathcal{C} (\mathcal{C}_\varphi)^s \), denoted \( \mathsf{UL}^*(\mathcal{C}_\varphi) \), is the sequent calculus of Figures 10 and 11 restricted to the logical rules for the connectives of \( \mathcal{C}_\varphi \) (a double line means that the rule is invertible). When \( \mathcal{C}_\varphi = \mathsf{Con}_\varphi \), the sequent calculus \( \mathsf{UL}^*(\mathcal{C}_\varphi) \) is denoted \( \mathsf{UL}^* \). We use the same terminology and notation as in Definition \[20\] □

If \( \mathcal{C}_\varphi := \{ \otimes, \odot_1, \odot_2 \} \) (as well as \( \mathcal{C}_\varphi := \{ \otimes_1, \odot_2, \odot_3 \} \) or \( \mathcal{C}_\varphi := \{ \odot_2, \odot_3, \odot_4 \} \) then \( \mathsf{UL}^*(\mathcal{C}_\varphi) \) is the non–associative Lambek calculus \( \mathsf{NL} \) \[59, 60\]: our connective \( \otimes \) corresponds to the concatenation \( \cdot \) of the Lambek calculus, \( \odot_1 \varphi \) and \( \odot_2 \varphi \) correspond respectively to the connectives \( \varphi / \psi \) and \( \varphi \setminus \psi \) of the Lambek calculus. Moreover, if \( \mathcal{C}_\varphi := \{ \Box j, \odot j, \otimes, \odot_1, \odot_2 \}\)
Axioms:
\[ \frac{p}{p} \qquad \frac{}{\bot} \qquad \frac{}{\top} \]

Propositional Connectives:
\[ \frac{X, \varphi \vdash Y}{\neg R} \qquad \frac{X \vdash \neg \varphi, Y}{\neg L} \]
\[ \frac{X \vdash \varphi \lor \psi}{\lor R} \qquad \frac{X, \varphi \vdash \psi}{\lor L} \]
\[ \frac{X \vdash \varphi \land \psi}{\land K} \]
\[ \frac{\varphi \land \psi \vdash X}{\land A} \]

Modal Connectives:
\[ \frac{\bullet, X \vdash \varphi}{\square K} \]
\[ \frac{\Gamma[\varphi] \vdash X}{\square A} \]
\[ \frac{\bullet, X \vdash \oslash_j \varphi}{\oslash K} \]
\[ \frac{\Gamma[\oslash_j \varphi] \vdash X}{\oslash A} \]

where \( j \in G \)

Substructural Connectives:
\[ \frac{X \vdash \varphi \qquad Y \vdash \psi}{\otimes R} \]
\[ \frac{X, Y \vdash \varphi \otimes \psi}{\otimes L} \]
\[ \frac{X \vdash \varphi \otimes \psi}{\oslash R} \]
\[ \frac{Y \vdash \psi}{\oslash L} \]
\[ \frac{\varphi, X \vdash \psi}{\oslash R} \]
\[ \frac{X \vdash \psi \oslash_k \varphi}{\oslash R} \]

where \((i, j, k) \in \{(1, 2, 3), (2, 3, 1), (3, 1, 2)\}\)

Figure 11: Sequent Calculus UL*: Logical Rules
then $UL^*(C_\varphi)$ is exactly the modal non–associative calculus $NL\Diamond$ (see for example [69, Figure 5.10]). Hence, our sequent calculus $UL^*$ is a genuine generalization of the modal non–associative Lambek calculus.

However, one should note that our update logic is not a multi-modal system (see for example [68, 69] for a definition of a multi-modal system), even if there is a similarity in the notations. The different index $i, j, k$ in the definition of a multi-modal system correspond in fact to different ternary relations $R_i, R_j, R_k$.

Like the display calculus for update logic, the sequent calculus $UL^*$ is also based on the cyclic permutations $\tau = (123)$ and $\rho = (132)$ of the set $\{1, 2, 3\}$ (see the companion article [12] for definitions), since $\{(1, 2, 3), (2, 3, 1), (3, 1, 2)\} = \{(i, \tau(i), \rho(i)) \mid i \in \{1, 2, 3\}\}$.

Related proof systems. The logic $UL^*(C_\varphi)$ with $C_\varphi := \{\wedge, \to, \otimes_3, \triangleright, \subset\}$ is also closely related to Barwise & Al. [29, 30] logic of information flow. At the semantic level, this logic is also two-sorted since it contains both channels and sites. Channels correspond formally to our ternary relation and sites correspond to $LP$-models. The different connectives introduced are counterparts of our substructural connectives, but they do not deal with propositional connectives. Moreover, instead of using in the sequents the two punctuation marks $\text{,}$ and $\text{,}$ that we will use, Barwise & Al. use two different kinds of sequents: $X \rightarrow Y$ and $X \sim Y$. Despite these differences, the sequent calculus that they obtain for their logic of information flow is very closely related to our sequent calculus for update logic, if we restrict it to the connectives that they use.

Kurtonina [58] also introduces three fusion operators $\otimes_1, \otimes_2, \otimes_3$ with the same semantics as ours and provides a Hilbert style axiomatization of this language, but without modalities. However, this approach does not display the connection with the Lambek calculus and display logic as clearly as our proof systems do and it lacks all the usual interesting theoretical properties of sequent calculi (such as subformula properties, analyticity, modularity, etc. see [80, Chapter 1] for more details).

**Theorem 4** (Soundness and completeness). The sequent calculus $UL^*$ is sound and strongly complete for the logic $(C(C_\varphi)^*, \mathcal{E}, \vdash)$.

**Proof.** See Appendix. \(\Box\)

### 6 DEL as an Extension of Update Logic

So far, we have not imposed any restrictions on our ternary relation. Therefore, there is no reason that it corresponds to the DEL product update of Definition[7] since this update was of a very specific kind: it was partial, bisimulation invariant and based on preconditions. We are going to show that DEL can be seen as an update logic if one adds specific inference rules.

**Notation 4.** In this section, we consider the following set $Con_X^*$ of structural connectives:

$$Con_X^* := \{\bullet, \cdot_j \mid j \in G, i \in \{0, 1, 2, 3\}\} = Con_X - \{\ast\}.$$
To deal with preconditions of $L^\mathcal{A}$–models, we introduce the following set of atomic events:

$$\mathcal{A} := \{p_\pi \mid \pi \in L^\mathcal{P}\}.$$  

Note that $\mathcal{A}$ is countable, as is $L^\mathcal{P}$. So, $\text{Con}_X^*$ is the set of structural connectives $\text{Con}_X$ without the Boolean structural negation $\ast$.

6.1 The Logic DEL

In this section, we redefine DEL within the substructural framework. This reformulation is completely in line with the definition of DEL as we recalled it in Section 2.

**Definition 24** (DEL substructural model). A DEL substructural model is a tuple $M_{\text{DEL}} = (P, R_1, \ldots, R_m, R, I)$ such that:

- $P := (P, =)$ is a point set such that $P \subseteq E^P \cup E^A$;
- $R_j \subseteq P \times P$ is a positive two-place accessibility relation on $P$ for each $j \in \mathbb{G}$ such that for all $x, y \in P$, where $x = (M_x, w_x)$ and $y = (M_y, w_y)$:
  $$x \in R_j(y) \text{ iff } M_x = M_y \text{ and } w_x \in R_j(w_y)$$
- $R := \{(x, y, z) \in P^3 \mid x \otimes y \Leftrightarrow z, \text{ with } x, z \in E^P \text{ and } y \in E^A\}$ is a ternary accessibility relation on $P^3$;
- $I(x) := I(x)$, for all $x \in E^P \cup E^A$.

The unique DEL substructural model such that $P = E^P \cup E^A$ is called the full DEL substructural model. We abusively write $x \in M$ for $x \in P$ and $(M, x)$ is called a pointed DEL substructural model. The class of pointed DEL substructural models is denoted $E^P_{\text{DEL}}$.

A DEL substructural model is an update model where points are pointed $L^P$–models and pointed $L^A$–models. The ternary relation $R$ is defined and motivated by the explanations of Section 3.2. Note that the accessibility relations $R_j$ of $L^P$–models and $L^A$–models are seen in this definition as positive two-place accessibility relations $R_j$.

**Proposition 5.** Any DEL substructural model is isomorphic to a substructural model.

**Proof.** It follows straightforwardly from the definitions.

**Definition 25** (DEL language, structure and consecution).

\[\text{A bisimulation relation between pointed } L^P \text{–models is denoted } \equiv. \text{ See Blackburn & Al. [32] for more details.}\]
• The DEL language \( L_{DEL} \) is two-sorted and is defined by \( L_{DEL} := L_{DEL}^p \cup L_{DEL}^h \), where

\[
L_{DEL}^p := \{ \top, \bot, p, \neg \varphi, (\varphi \land \varphi), (\varphi \lor \varphi), (\chi \otimes \varphi), (\varphi \otimes \chi), (\chi \diamond \varphi), (\varphi \diamond \chi), (\varphi \otimes \chi), (\chi \otimes \varphi), (\varphi \lor \chi), (\chi \lor \varphi) \}
\]

\[
L_{DEL}^h := \{ \top, \bot, p_\pi, \neg \chi, (\chi \land \chi), (\chi \lor \chi), (\varphi \otimes \varphi), (\varphi \otimes \chi), (\chi \otimes \varphi), (\chi \otimes \chi), (\varphi \lor \chi), (\chi \lor \chi) \}
\]

where \( \pi \) ranges over \( L^p \) and \( j \) ranges over \( G \).

• The set \( S_{DEL} \) of DEL structures is two-sorted and is defined by \( S_{DEL} := S^p \cup S^h \), where

\[
S^p := \{ \varphi \mid *X \mid \bullet X \mid (X \otimes X) \mid (Y \land X) \mid (X \lor Y) \}
\]

\[
S^h := \{ \chi \mid *Y \mid \bullet Y \mid (Y \otimes Y) \mid (X \lor Y) \mid (X \land Y) \}
\]

where \( \varphi \) ranges over \( L_{DEL}^p \) and \( \chi \) ranges over \( L_{DEL}^h \) and \( j \) ranges over \( G \).

We define similarly the set of structures \( S_{DEL}^*, S_{DEL}^{p*,} S_{DEL}^{h*} \) and the set of consecutions \( C_{DEL}^* \) by omitting in the above definitions the structural connective \( * \). Moreover, if \( C_{DEL} \subseteq \text{Con}_{DEL}^* \), then \( C_{DEL}(C_{DEL}) \) and \( C_{DEL}^*(C_{DEL}) \) denote the consecutions of \( C_{DEL} \) and \( C_{DEL}^* \) restricted to the connectives of \( C_{DEL} \).

**Definition 26** (Logic DEL). We define the satisfaction relation \( \models \subseteq E_{DEL} \times L_{DEL} \) as follows. The truth conditions are defined like in Definition 15 except for the case of the atomic events \( p_\pi \in A \). Let \((M, x)\) be a pointed DEL substructural model. Then,

\[
M, x \models p_\pi \iff x \in I^h(x) = \pi
\]

We extend the definition of the satisfaction relation to DEL structures and DEL consecutions like in Definition 15. Hence, the triple \((L_{DEL}, E_{DEL}, \models)\) is a logic, called the logic DEL.

### 6.2 Characterizing the DEL Product Update

The central object of our semantics is a ternary relation representing an update. Thanks to our logical language, we can now elicit a number of axioms and inference rules that define specific properties of this ternary relation. We are going to investigate which axioms and inference rules need to be added in order to recover our previous definition of the DEL product update.

#### 6.2.1 Correspondence Results for DEL

**Theorem 6** (DEL Correspondence Theorem). Let \( A \subseteq \{ \text{Exclusivity}, \text{Precondition}, \text{Epistemic Event}, \text{Ontic Event} \} \) (see Figure 7). Then, the sequent calculus \( UL^* \cup A \) is sound and strongly complete for the logic \((L_{DEL}, E_A, \models)\), where \( E_A \) is the class of substructural models satisfying the conditions of \( A \).
\begin{itemize}
  \item $p_{\varphi}, p_{\psi}$ \quad \text{for all } \varphi \neq \psi \quad \text{(Exclusivity)}

  \forall (x, y, z) \in \mathcal{R}, \{\pi \mid M, y \models p_{\pi}\} \text{ is a singleton}

  \item $\frac{X, \pi \models Y \models p_{\pi}}{X \cup Y \models p_{\pi}}$ \quad \text{for all } p_{\pi} \in Y \quad \text{(Precondition)}

  \forall (x, y, z) \in \mathcal{R}, \forall \pi \in \mathcal{L}^{P}, \text{ if } M, y \models p_{\pi} \text{ then } M, x \models \pi

  \item $\frac{X \models p}{X \cup Y \models p}$ \quad \text{(Epistemic Event)}

  \forall (x, y, z) \in \mathcal{R}, \forall p \in \mathcal{P}, M, x \models p \iff M, z \models p

  \item $\frac{X \models \varphi}{X \cup Y \models \varphi}$ \quad \text{(Ontic Event)}

  \forall (x, y, z) \in \mathcal{R}, \forall p \in \mathcal{P}, M, x \models \varphi \iff M, z \models p

  \item $\frac{\Phi \models \varphi}{\Box_{j} \Phi \models \Box_{j} \varphi}$ \quad \text{(Back–update)}

  \forall (x, y, z) \in \mathcal{R}, \forall z' (z' \in \mathcal{R}_{j}(z) \rightarrow \exists x' \in \mathcal{R}_{j}(x), \exists y' \in \mathcal{R}_{j}(y), (x', y', z') \in \mathcal{R})

  \item $\frac{\varphi, \chi \models \psi}{\Diamond_{j}(\varphi \land \pi), \Diamond_{j}(\chi \land p_{\pi}) \models \Diamond_{j} \psi}$ \quad \text{(Forth–update)}

  \forall (x, y, z) \in \mathcal{R}, \forall \pi \in \mathcal{L}^{P}, \forall x' \in \mathcal{R}_{j}(x), \forall y' \in \mathcal{R}_{j}(y),
  \quad (M, x' \models \pi \land M, y' \models p_{\pi} \rightarrow \exists z' \in \mathcal{R}_{j}(z), (x', y', z') \in \mathcal{L}_{\text{DEL}})
\end{itemize}

where $p \in \mathcal{P}$, $\varphi, \psi \in \mathcal{L}_{\text{DEL}}^{P}$, $\chi \in \mathcal{L}_{\text{DEL}}^{A}$, $\pi \in \mathcal{L}^{P}$, $X \in \mathcal{S}^{P}$, $Y \in \mathcal{S}^{A}$, $\Phi \in \mathcal{S}_{\{0, 3\}}$ ($\Box_{j} \Phi$ is defined on page 32).
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Figure 12: Inference Rules for DEL
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Proof. Soundness is proved without difficulty. So, we only prove completeness. In all cases, we are given a UL⁻ + R-consistent set \( \Gamma \) (where \( R \) is the rule under consideration) and we have to find a substructural model \( M \) and \( x \in M \) such that (1) \( M, x \Vdash \Gamma \) and (2) \( M \) satisfies the corresponding condition on models/frames of \( R \). In all cases, we consider the canonical model for UL⁻ + R denoted \( \mathcal{M}^c = (P^c, R_1, \ldots, R_m, R, \mathcal{I}^c) \) as defined in the proof of Theorem 4 and we let \( \mathcal{I}^c \) be any UL⁻ + R-consistent maximal extension of \( \Gamma \) obtained by the Lindenbaum Lemma of the companion article [12]. Then, by the truth Lemma of the companion article [12], \( \mathcal{M}^c, \Gamma^+ \Vdash \Gamma \), so step (1) is established. It remains to show for each case that \( \mathcal{M}^c \) satisfies (2), that is, it satisfies the corresponding condition on models/frames of \( R \).

- Rule (Back-update):

Let \((\Gamma, \Gamma', \Gamma'') \in \mathcal{R}^c \) and let \( \Gamma'' \in \mathcal{R}_j(\Gamma'') \). Let \( (\varphi_0^1, \chi_0^1), \ldots, (\varphi_n^1, \chi_n^1), \ldots \) be a countable enumeration of \( S := S^c \times S^x \), where \( S^c := \{ \varphi \in L^c_{\text{DEL}} \mid \Box \varphi \in \Gamma \} \) and \( S^x := \{ \chi \in L^c_{\text{DEL}} \mid \Box \chi \in \Gamma' \} \). We concatenate to this enumeration an arbitrary countable enumeration of \( S^c(\varphi) \times S^x(\chi) - S \). This yields a countable enumeration \((\varphi_0, \chi_0), \ldots, (\varphi_n, \chi_n), \ldots \) of \( S^c(\varphi) \times S^x(\chi) \). Then, we apply the ‘pseudo’-Algorithm 1 of the companion article [12] with \( \Gamma_0 := \emptyset \) and \( \Gamma_0' := \emptyset \). This yields two sets \( \Gamma_1 \) and \( \Gamma_1' \). Because our enumeration starts with the formulas of \( S \), we are sure to obtain that \( S^c \subseteq \Gamma_1 \) and \( S^x \subseteq \Gamma_1' \). Indeed, because \( \Box \varphi \otimes \Box \chi \in \Gamma'' \) for all \( \varphi \in S^c \) and \( \chi \in S^x \), we must have that \( \Box \varphi \otimes \Box \chi \in \Gamma'' \) by application of the Cut Lemma of the companion article [12] to theorem (Back-update\( ^c \)). Therefore, because \( \Gamma''_1 \in \mathcal{R}_j(\Gamma''') \), we must have that \( \varphi \otimes \chi \in \Gamma''_1 \). This explains that during the execution of the ‘pseudo’-Algorithm 1, the first conditional will always be satisfied for the pairs of formulas of \( S \) since we start our enumeration with them. Therefore, we will have that \( S^c \subseteq \Gamma_1 \) and \( S^x \subseteq \Gamma_1' \). So, by definition of \( \mathcal{R}_j \) in \( \mathcal{M}^c \), we have that \( \Gamma_1 \in \mathcal{R}_j(\Gamma) \) and \( \Gamma_1' \in \mathcal{R}_j(\Gamma') \). Moreover, by the same argument as the one given after the ‘pseudo’-Algorithm 1, we must have that \((\Gamma_1, \Gamma_1', \Gamma''_1) \in \mathcal{R} \). This proves that \( \mathcal{M}^c \) satisfies the condition (Back-update\( ^c \)).

- Rule (Forth-update):

Let \((\Gamma, \Gamma', \Gamma'') \in \mathcal{R}^c \) and let \( \Gamma_1 \in \mathcal{R}_j(\Gamma), \Gamma_1' \in \mathcal{R}_j(\Gamma') \) such that \( \mathcal{M}^c, \Gamma_1 \Vdash \{ \pi \mid \mathcal{M}^c, \Gamma_1' \Vdash p_{\pi} \} \). We are going to show that there is \( \Gamma_f \in \mathcal{R}_j(\Gamma_f) \) such that \( (\Gamma_1, \Gamma_1', \Gamma_f) \in \mathcal{R}^c \). Let us consider the following set of structures: \( S := \{ \psi \mid \Box_j \psi \in \Gamma_f \} \) and \( S_2 := \{ \varphi, \chi \mid \varphi \in \Gamma_1, \chi \in \Gamma_1' \} \). We prove that \( S \) is UL⁻ + (Forth-update\( ^c \)) consistent. Assume towards a contradiction that it is not. Then, there are \( \psi_1, \ldots, \psi_m \in S_1 \) and \( \varphi_1, \chi_1, \ldots, \varphi_n, \chi_n \in S_2 \) such that \( \psi_1, \ldots, \psi_m, \varphi_1, \chi_1, \ldots, \varphi_n, \chi_n \Vdash \). Then, \( \varphi_1, \chi_1, \ldots, \varphi_n, \chi_n \Vdash \neg \psi_1, \ldots, \neg \psi_m \), by rules \( \neg R \) and \( \vee R \). Then, by application of the structural rules, it holds that \( \varphi_1, \ldots, \varphi_n, \pi, \chi_1, \ldots, \chi_n, p_{\pi} \Vdash \neg \psi_1, \ldots, \neg \psi_m \). Therefore, for all \( \pi \in L^c_{\text{DEL}} \), \( \varphi_1, \ldots, \varphi_n, \pi, \chi_1, \ldots, \chi_n, p_{\pi} \Vdash \neg \psi_1, \ldots, \neg \psi_n \) and \( \Box R \). So, for all \( \pi \in L^c \), \( \Box_j (\varphi_1, \ldots, \varphi_n, \pi) \otimes \Box_j (\chi_1, \ldots, \chi_n, p_{\pi}) \) by application of rule (Forth-update\( ^c \)). Thus, for all \( \pi \in L^c, \otimes_j (\varphi_1, \ldots, \varphi_n, \pi) \otimes \Box_j (\chi_1, \ldots, \chi_n, p_{\pi}) \Vdash \neg \psi_1, \ldots, \neg \psi_n \) (\*) by application of rule \( \Box_j \). Because \( \Gamma''_1 \) is a maximal consistent subset, there is \( p_{\pi} \in \Gamma_1' \) such that \( \pi \in \Gamma_1 \) (it suffices to take \( \pi = T \)). Now, \( \otimes_j (\varphi_1, \ldots, \varphi_n, \pi) \in \Gamma \) and \( \otimes_j (\chi_1, \ldots, \chi_n, p_{\pi}) \in \)}
\[\Gamma'.\] Hence, by definition of \(\otimes_1\) in \(\mathcal{M}^e\) and because \((\Gamma, \Gamma', \Gamma_f) \in \mathcal{R}^e\), we have that
\[\square_j(\varphi_1 \land \ldots \land \varphi_n \land \pi) \otimes_1 \square_j(\chi_1 \land \ldots \land \chi_n \land p_\pi) \in \Gamma_f.\]
Therefore, by application of the Cut Lemma of the companion article \([12]\) to \(\ast\), we obtain that \(\diamond_j(\lnot \psi_1 \lor \ldots \lor \lnot \psi_n) \in \Gamma_f\), i.e. \(\lnot \Box_j(\psi_1 \land \ldots \land \psi_n) \in \Gamma_f\). However, by definition of \(S_1, \Box_j \psi_1, \ldots, \Box_j \psi_n \in \Gamma_f\), and therefore \(\Box_j(\psi_1 \land \ldots \land \psi_n) \in \Gamma_f\), which contradicts our last result. So, we reach a contradiction, therefore \(S\) is \(UL^* + \{\text{Forth–update}\}\)-consistent. By the Lindenbaum Lemma of the companion article \([12]\), we can extend it to a maximal consistent subset \(\Gamma_f'\) of \(\mathcal{L}_{DEL}\).

Finally, we show that \((1)\) \(\Gamma_f' \in \mathcal{R}_f^e(\Gamma_f)\) and \((2)\) \((\Gamma_1, \Gamma_1', \Gamma_f') \in \mathcal{R}^e\). The first item follows from the definition of \(\mathcal{R}_f^e\) and the fact that \(S_1 \subseteq \Gamma_f\). The second item follows from the definition of \(\mathcal{R}^e\) and the fact that \(S_2 \subseteq \Gamma_f\). This concludes the proof.

- **Rule \((\text{Precondition})\):**

  Let \((\Gamma, \Gamma', \Gamma'') \in \mathcal{R}^e\) and let \(p \in \mathbb{P}\). Assume that \(\mathcal{M}^e, \Gamma' \models p\), and assume towards a contradiction that it is not the case that \(\mathcal{M}^e, \Gamma \models \pi\). Then, \(\Gamma \cup \{\pi\}\) is not \(UL^*-\)consistent. So, there is \(X \in \Gamma\) such that \(X, \pi \not\models \). Therefore, \(t_2(X), \pi \not\models\) and \(t_2(X) \in \Gamma\) by Fact 2 of the companion article \([12]\). Moreover, \(p_\pi \not\models p_\pi\). Therefore, by soundness of rule \((\text{Precondition})\), we have that \(t_2(X), \pi \not\models\). However, by definition of \(\mathcal{R}^e\), we should have that \(t_2(X), \pi \in \Gamma''\). This would entail that \(\Gamma''\) is not \(UL^*-\)consistent, which is impossible. Hence, we must have that \(\mathcal{M}^e, \Gamma \models \pi\).

- **Rules \((\text{Epistemic Event})\) and \((\text{Ontic Event})\):**

  We first prove the completeness of the rule \((\text{Epistemic Event})\). Let \((\Gamma, \Gamma', \Gamma_f) \in \mathcal{R}^e\), let \(p \in \mathbb{P}\) and assume that \(\mathcal{M}^e, \Gamma' \models p\). Assume towards a contradiction that it is not the case that \(\mathcal{M}^e, \Gamma'' \models p\) \((\ast)\). Then, \(p \not\in \Gamma''\) by the truth Lemma of \([12]\). However, \(p \in \Gamma\) again by the truth Lemma of the companion article \([12]\), because \(\mathcal{M}^e, \Gamma \models p\) by assumption. Moreover, \(\top \in \Gamma',\) because \(p \top \in \Gamma\) and the Cut Lemma of the companion article \([12]\). Therefore, \(p \otimes_1 \top \in \Gamma''\) by definition of \(\mathcal{R}^e\). Now, \(p \not\models p\), so \(p \top \models p\) by the rule \((\text{Epistemic Event})\). Hence, \(p \otimes_1 \top \models p\) and thus \(p \in \Gamma''\) by the Cut Lemma of the companion article \([12]\). This contradicts \(\ast\). Therefore, \(\mathcal{M}^e, \Gamma'' \models p\). Reciprocally, we derive \(\mathcal{M}^e, \Gamma \models p\) from \(\mathcal{M}^e, \Gamma'' \models p\) using the second inference rule of \((\text{Epistemic Event})\).

  The proof for the rule \((\text{Ontic Event})\) is completely similar to the rule \((\text{Epistemic Event})\).

Rule \((\text{Epistemic Event})\) illustrates the fact that we deal as in the standard framework of DEL with epistemic events, i.e. events which do not change atomic facts, unlike ontic events. Rule \((\text{Ontic Event})\) captures the case of ontic events, i.e. events which change the truth value of atomic facts (depending on a condition \(\varphi\)). The reading of the rule \((\text{Back–update})\) is as follows: if in a situation satisfying \(\varphi\) the occurrence of an event satisfying \(\chi\) results in a final situation satisfying \(\psi\), then in any situation where an agent knows that \(\varphi\) holds, the occurrence of any event where he knows that \(\chi\) holds will result in a final situation where he knows that \(\psi\) holds. Somehow, this corresponds intuitively to a dynamic version of the rule of necessitation of epistemic logic \([38]\). As for rule \((\text{Forth–update})\), it turns out that the informal motivations for the definition of the DEL product update by Baltag & Al. \([20]\) are somehow formalized by this rule. Here is how
the product update was informally motivated in this article (the notations in this quotation are replaced by our notations):

“The update product restricts the full Cartesian product $W \times W^A$ to the smaller set $W \otimes W^A$ in order to insure that states survive actions in the appropriate sense. [...] The components of our $L^A$-models are “simple actions”, so the uncertainty regarding the action is assumed to be independent of the uncertainty regarding the current (input) state. This independence allows us to “multiply” these two uncertainties in order to compute the uncertainty regarding the output state: if whenever the input state is $w$, agent $j$ thinks the input might be some other state $v$, and if whenever the current action happening is $e$, agent $j$ thinks the current action might be some other action $f$, and if $v$ survives $f$, then whenever the output state $(w, e)$ is reached, agent $j$ thinks the alternative output state $(v, f)$ might have been reached.” [20, p. 194]

Now, if one thinks of the formulas $\varphi, \chi$ and $\psi$ in the premise of rule $(\text{Forth–update})$ as representing respectively the input state $v$, the action $f$ and the output state $(v, f)$, then the conclusion of this rule somehow formalizes these informal motivations.

Note that the rules $(\text{Forth–update})$ and $(\text{Back–update})$ correspond to rules $R_5$ and $R_4$ of [3] respectively. Moreover, by combining the modal rules of $UL^*$ and $(\text{Back–update})$, we can derive in $UL^* + (\text{Back–update})$ stronger inference rules, namely rules $(k^+_1)$ and $(k^+_2)$ below. These rules generalize the modal rule for sequent calculi of [40, p. 116].

\[
\frac{\Phi, \varphi \vdash \Psi}{\Box_j \Phi, \Diamond_j \varphi \vdash \Diamond_j \Psi} \quad k^+_1 \quad \frac{\Phi \vdash \Psi, \varphi}{\Box_j \Phi \vdash \Diamond_j \Psi, \Box_j \varphi} \quad k^+_2
\]

where $\Phi \in \mathcal{S}(P, \text{Con}_\varphi, \{ 0, 3 \})$ and $\Psi \in \mathcal{S}(P, \text{Con}_\varphi, \{ 0 \})$, and $\Box_j \Phi$ and $\Diamond_j \Phi$ are defined inductively as follows:

\[
\Box_j \Phi := \begin{cases} 
\Box \varphi & \text{if } \Phi = \varphi, \\
(\Box_j Y_{10} \Box_j Z) & \text{if } \Phi = (Y_{10} Z), \\
(\Box_j Y_{13} \Box_j Z) & \text{if } \Phi = (Y_{13} Z), 
\end{cases}
\quad \Diamond_j \Phi := \begin{cases} 
\Diamond \varphi & \text{if } \Phi = \varphi, \\
(\Diamond_j Y_{10} \Diamond_j Z) & \text{if } \Phi = (Y_{10} Z). 
\end{cases}
\]

Note that our $(\text{Epistemic Event})$, $(\text{Ontic Event})$, $(\text{Exclusivity})$, $(\text{Precondition})$ and $(\text{Forth–update})$ are model–complete and not frame–complete, unlike $(\text{Back–update})$:

Proposition 7 (Definability). The inference rule $(\text{Back–update})$ defines on the class of update frames the corresponding property spelled out in Figure 12.

Proof. A first proof of this proposition is provided by Theorem 20 of the companion article [12], because the inference rule $(\text{Back–update})$ is of the form of Expression 17. Moreover, the corresponding first-order constraint established in Example 3 of the companion article [12] corresponds to the condition $(\text{Back–update})$ of Figure 12.

Also, we provide a second direct proof of this result. We have to show that for all update frames $F$, we have that $F$ satisfies the condition $(\text{Back–update})$ of Figure 12 if, and only if, $F$
validates the rule $\text{(Back-update)}$. The left to right direction is routine, so we only prove the right to left direction. First, observe that we can prove the following theorem in $\text{UL} + \text{(Back-update)}$, using $\otimes^L_R$ and $\otimes^L_L$:

\[
\Box_j \varphi \otimes \Box_j \alpha \vdash \Box_j (\varphi \otimes \alpha) \quad \text{(Back-update”)}
\]

Now, we reason by contraposition. Assume that an update frame $F = (P, R_1, \ldots, R_m, R)$ does not satisfy $\text{(Back-update)}$ of Figure [12]. Then, there is $(w, e, w_f) \in R$, there is $v_f \in R_j(w_f)$ such that for all $v \in R_j(w)$, all $f \in R_j(e)$, $(v, f, v_f) \notin R$. Then, we set an interpretation $I$ on $F$ such that, for a chosen $p \in P$ and a chosen $\pi \in \mathcal{L}^P$, $p \in I(w)$ iff $u \in R_j(w)$ and $p_u \in I(u)$ iff $u \in R_j(e)$ (**). Then, $(F, I), w_f \not\models j \Box j p \otimes j \Box j p_u$ because $(w, e, w_f) \in R$. However, it holds that $(F, I), w_f \models j \Box j (p \otimes p_u)$ because $v_f \in R_j(w_f)$ and $(F, I), v_f \not\models j (p \otimes p_u)$ by condition (**). Hence, $F$ does not validate $\Box_j \varphi \otimes \Box_j \chi \not\models \Box_j (\varphi \otimes \chi)$, that is, $F$ does not validate $\text{(Back-update”)}$. This contradicts the fact that $\text{(Back-update”)}$ is a theorem of $\text{UL} + \text{(Back-update)}$. Hence, we obtain our result.

6.2.2 Characterization of the DEL Product Update

The following theorem shows that the DEL product update is determined and characterized (modulo bisimulation) by the axioms and inference rules $\text{(Epistemic Event)}, \text{(Precondition)}, \text{(Exclusivity)}, \text{(Forth–update)}, \text{(Back–update)}$:

**Theorem 8** (Product Update Characterization). Let $M = (P, R_1, \ldots, R_m, R, I)$ be a substructural model. Then,

$M$ validates $\text{(Exclusivity)}, \text{(Precondition)}, \text{(Epistemic Event)}, \text{(Forth–update)}, \text{(Back–update)}$ if and only if $M$ is isomorphic to a DEL substructural model.

Moreover, if $t$ is such an isomorphism, we have that for all $x, y, z \in P$,

$R xyz$ iff $t(x) \otimes t(y) = t(z)$.

**Proof.** The bottom to top direction is without difficulty. To prove the top to bottom direction, we use the correspondence results of Theorem 6. The isomorphism is such that if $x \in M$, the pointed $\mathcal{L}^P$-model (or $\mathcal{L}^A$-model) $f(x)$ associated to $x$ is the $\mathcal{L}^P$-model (or $\mathcal{L}^A$-model) generated from the point $x$ in $M$ by the accessibility relations $\{R_j \mid j \in \mathbb{G}\}$. The preconditions for $\mathcal{L}^A$-models are determined by the unique atomic events $p_m$ that hold at each point, because of the condition $\text{(Exclusivity)}$.

Then, we define the relation $Z \subseteq \{t(x) \otimes t(y) \times t(z) \mid x, y, z \in M\}$ as follows:

$(t(x) \otimes t(y)) \not\subseteq t(z)$ if and only if $(x, y, z) \in R$.

One can easily show that it is a bisimulation relation. The proof for this last fact relies on the model/frame conditions $\text{(Precondition)}, \text{(Epistemic Event)}$, $\text{(Forth–update)}$ and $\text{(Back–update)}$ of Figure [12] which correspond respectively to the (Atom), (Back) and (Forth) properties defining a bisimulation. \qed
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As our denomination suggests, the conditions (Back–update) and (Forth–update) somehow encode respectively the back and forth clauses of bisimulation; the condition (Epistemic Event) somehow encodes the Atom clause of bisimulation. This result generalizes the correspondence result for public announcement logic [79] and solves an open problem raised by van Benthem [103]. Note that we also had conditions resembling the back and forth conditions of the definition of bisimulation for the specific case of public announcement [99].

6.3 A Sequent Calculus for DEL

Putting all our results together, we obtain a sequent calculus for DEL which is different from the calculus of [8, 9]. The advantages of having a sequent calculus for DEL are numerous (see [80, Chapter 1] for instance for more details and explanations). In particular, we do not need as in [8, 9] to resort to an external calculus to take into account the base epistemic or event logic: this base calculus is already present in the calculus at the same level as the other connectives of the language, and this base calculus can also be weakened or strengthened by appropriate structural rules.

Definition 27 (DEL sequent calculus). The DEL sequent calculus for \( C^*_{DE} \), denoted \( \text{DEL}^* \), is defined by \( \text{DEL}^* := \text{UL}^* + \{ \text{Epistemic Event}, \text{Exclusivity}, \text{Precondition}, \text{Back–update}, \text{Forth–update} \} \).

Theorem 9 (Soundness and strong completeness). The sequent calculus \( \text{DEL}^* \) is sound and strongly complete for the logic \(( C^*_{DE}, E_{DE}, \models \))

Proof. The soundness is routine. The completeness proof is similar to the completeness proof of Theorem 4 and ultimately relies on Theorem 8 to show that the ternary relation fulfills the condition of Definition 24.

Remark 2. What we axiomatize with our proof calculi is in fact DEL without protocol, because of our very definition of DEL substructural models. It turns out that DEL with protocol has been studied in the literature [54, 105, 115, 111]. In principle, it would be possible to add specific inference/structural rules to our calculus to recover the setting of DEL with protocol, using the correspondence results of the companion article [12]. Nevertheless, an exact connection between the two approaches remains to be done.

7 DEL Connectives are Substructural Connectives

In this section, we will show that the DEL connectives introduced in [8, 9] correspond to the substructural connectives \( \otimes_1, \triangleright_1, \succeq_2, \otimes_1 \) and \( \otimes_2 \). We will also relate the work of van Benthem on dynamic inference with the DEL–sequents of [8, 9, 15]. Finally, we will show that DEL is as expressive as epistemic logic if the number of atomic events is finite.

7.1 Dynamic Inferences and DEL–sequents
**Dynamic Inferences** In the so-called ‘dynamic turn’, van Benthem was interested in various dynamic styles of inference where propositions are procedures changing information states. These dynamic styles of inference differ greatly from the classical Tarskian’s valid inferences because the latter are supposed to transmit and preserve truth. Among various dynamic styles of inference (such as the so-called test-test, update-update or update-test consequence [96, 97, 70]), he studied the concrete following one, which can be defined within the DEL framework:

**Definition 28** (Dynamic inference, [98]). Let \( \varphi_1, \ldots, \varphi_n, \varphi \in \mathcal{L}^P \). We define the dynamic inference \( \varphi_1, \ldots, \varphi_n \models \varphi \) as follows:

\[
\varphi_1, \ldots, \varphi_n \models \varphi \iff \text{for all pointed } \mathcal{L}^P\text{-model } (\mathcal{M}, w), \text{ and public announcement } \mathcal{L}^h\text{-models } (\mathcal{A}_1, e_1), \ldots, (\mathcal{A}_n, e_n) \text{ of } \varphi_1, \ldots, \varphi_n \text{ respectively, } \\
(\mathcal{M}, w) \otimes (\mathcal{A}_1, e_1) \otimes \cdots \otimes (\mathcal{A}_n, e_n) \models \varphi.
\]

where the **public announcement** \( \mathcal{L}^h\text{-model of } \psi \) is the pointed \( \mathcal{L}^h\text{-model of Figure 3} \) with \( r_A \) replaced by \( \psi \).

Van Benthem noticed that various dynamic styles of inference obey structural rules of inference which are non-classical. For example, all the structural rules of classical logic of Figure 5 fail for dynamic inference, but the structural rules below characterize completely the dynamic inference [98] (below, \( \overrightarrow{\varphi} \) stands for \( \varphi_1, \ldots, \varphi_n \) and \( \overrightarrow{\psi} \) stands for \( \psi_1, \ldots, \psi_n \), where \( \varphi_1, \ldots, \varphi_n, \psi_1, \ldots, \psi_n \in \mathcal{L}^P \)):

\[
\begin{align*}
& \text{if } \overrightarrow{\varphi} \models \varphi \text{ then } \overrightarrow{\varphi}, \overrightarrow{\psi} \models \varphi \quad \text{(Left-Monotonicity)} \\
& \text{if } \overrightarrow{\varphi} \models \varphi \text{ and } \overrightarrow{\varphi}, \overrightarrow{\psi} \models \psi \text{ then } \overrightarrow{\varphi}, \overrightarrow{\psi} \models \psi \quad \text{(Left-cut)} \\
& \text{if } \overrightarrow{\varphi} \models \varphi \text{ and } \overrightarrow{\varphi}, \overrightarrow{\psi} \models \psi \text{ then } \overrightarrow{\varphi}, \varphi, \overrightarrow{\psi} \models \psi \quad \text{(Cautious Monotonicity)}
\end{align*}
\]

In the next section, we will explain why some substructural phenomena arise in these dynamic inferences. But before that, we need to show that dynamic inferences are in fact instances of a more general kind of inference called **DEL-sequents**.

**DEL-sequents** They were introduced in [8]. They are a particular sort of dynamic inference and are defined as follows:

**Definition 29** (DEL-sequent, [8]). Let \( \varphi, \psi \in \mathcal{L}^P \) and \( \chi \in \mathcal{L}^h \). We define the logical consequence relation \( \varphi, \chi \models \psi \) as follows:

\[
\varphi, \chi \models \psi \iff \text{for all pointed } \mathcal{L}^P\text{-model } (\mathcal{M}, w), \text{ all pointed } \mathcal{L}^h\text{-model } (\mathcal{A}, e) \text{ such that } \\
\mathcal{M}, w \models I^h(e) \wedge \varphi \text{ and } \mathcal{A}, e \models \chi, \text{ it holds that } (\mathcal{M}, w) \otimes (\mathcal{A}, e) \models \psi.
\]

In [15], DEL-sequents are generalized to take into account sequences of events and not only ‘one-shot’ occurrence of events. Several generalized DEL-sequents are introduced in [15] but they are all reducible to the following one:
**Definition 30** (Generalized DEL–sequent, [15]). Let \( \varphi_0, \ldots, \varphi_n \in \mathcal{L}^P \), let \( \chi_1, \ldots, \chi_n \in \mathcal{L}^A \) and let \( \psi \in \mathcal{L}^P \). Then,

\[
\varphi_0, \chi_1, \varphi_1, \ldots, \chi_n, \varphi_n \models \psi \iff 
\]

if for all pointed \( \mathcal{L}^P \)-model \((M, w)\), and \( \mathcal{L}^A \)-models \((A_1, e_1), \ldots, (A_n, e_n)\) such that for all \( i \in \{1, \ldots, n\} \), \( A_i, e_i \models \chi_i \), \((M, w) \otimes (A_1, e_1) \otimes \ldots \otimes (A_i, e_i)\) is defined and makes \( \varphi_i \) true, then it holds that \((M, w) \otimes (A_1, e_1) \otimes \ldots \otimes (A_n, e_n) \models \psi \).

□

As one can easily notice, dynamic inferences can be translated into DEL–sequents if we resort to the common knowledge/belief operator \( \Box G \varphi \) (see for example Fagin & Al. [38] for a definition and a detailed study of this operator):

**Proposition 10.** Let \( \varphi_0, \varphi_1, \ldots, \varphi_n, \varphi \in \mathcal{L}^P \). Then, the following holds:

\[
\varphi_1, \ldots, \varphi_n \models \varphi \iff T, p_{\varphi_1} \land \Box G p_{\varphi_1}, \ldots, T, p_{\varphi_n} \land \Box G p_{\varphi_n}, T \models \varphi \land \Box G \varphi
\]

Thus, DEL–sequents are more expressive than dynamic inferences, and also more abstract because they ‘operate’ at a deeper level, a semantical one. It is this more general and abstract approach towards dynamic styles of inference that will allow us to relate more precisely and closely DEL with substructural logics, and explain to a certain extent why the substructural phenomena occurring in dynamic inferences and observed by van Benthem arise.

### 7.2 DEL–sequents for Progression, Regression and Epistemic Planning

Recently again, van Benthem [102] expressed some worries about interpreting the Lambek Calculus (the paradigmatic substructural logic) as a base logic of information flow while trying to connect the connectives \( \otimes, \supset \) and \( \subset \) of substructural logics to some sort of DEL connectives. Indeed, the DEL connectives usually rely on the regular algebra of sequential composition, choice and iteration which are of a quite different nature. Recently, some DEL connectives called progression, regression and epistemic planning were introduced [8, 9], the connective of regression being a natural generalization of the standard and original action modality \([A, e] \varphi \) of DEL [21].

It turns out that these connectives can all be identified with connectives of our substructural language \( \mathcal{L}_{DEL} \). After briefly recalling their definitions and the motivations for introducing them, we give our correspondence results between the two kinds of connectives. The results of [8, 9] will allow us to obtain an interesting expressivity result for DEL (Corollary 2).

As spelled out in Section 2 the core idea of DEL is to split the task of representing the agents’ beliefs into three parts. Consequently, within the logical framework of DEL, one can express uniformly epistemic statements about:

(i) what is true about an initial situation,
(ii) what is true about an event occurring in this situation,
(iii) what is true about the resulting situation after the event has occurred.
From a logical point of view, this trichotomy gives rise to the following three questions (which were already raised by Kooi [55]). In these questions, $\varphi$, $\chi$ and $\psi$ are three epistemic formulas describing respectively (i), (ii) and (iii).

- **Question 1: Progression**
  1. Given (i) and (ii), what can we infer about (iii): $\varphi, \chi \vdash \psi$?
  2. How can we build a single formula $\varphi \odot \chi$ which captures all the information which can be inferred about (iii) from $\varphi$ and $\chi$?

- **Question 2: Epistemic Planning**
  1. Given (i) and (iii), what can we infer about (ii): $\varphi, \psi \vdash \chi$?
  2. How can we build a single formula $\varphi \odot_{\pi} \psi$ which captures all the information which can be inferred about (ii) from $\varphi$ and $\psi$?

- **Question 3: Regression**
  1. Given (ii) and (iii), what can we infer about (i): $\chi, \psi \vdash \varphi$?
  2. How can we build a single formula $\chi \odot \psi$ which captures all the information which can be inferred about (i) from $\chi$ and $\psi$?

Note that these three questions are of the form ($a$) (we defined these types of questions informally on page 15). Providing formal tools that answer these questions leads to applications in artificial intelligence and theoretical computer science, and as it turns out, some of these questions have already been addressed in DEL and other logical formalisms (see [8] for more details).

- **Question 1: Progression.** Answering the first question leads to the development of tools that can be used by (artificial) agents to compute autonomously their representation of situations as events occur or to reason about the effects of these events. This question has been addressed in the situation calculus, where it is related to the notion of progression [84]. In the logics of programs, our DEL-sequent $\varphi, \chi \vdash \psi$ correspond to the partial correctness specifications $\{\varphi\} \pi \{\psi\}$ of Hoare’s logic [53] which read as “after every successful execution of program $\pi$ starting from a state where precondition $\varphi$ holds, postcondition $\psi$ holds in the final state”. Likewise, our formula $\varphi \odot \chi$ corresponds to the strongest post-condition of Propositional Dynamic Logic [82]. That the product update of DEL is in fact the same as the strongest post-condition has been elaborated on and proved in an algebraic setting by Baltag & Al. [18]. A sequent calculus is also provided in this algebraic setting.

- **Question 2: Epistemic planning.** Answering the second question also leads to applications in artificial intelligence in the area of epistemic planning: (artificial) agents often need to determine autonomously which actions they need to perform in order to achieve a given epistemic goal. This second question is also related to the notion of explanation and has been dealt with in the event calculus [92] for instance, where it is shown that planning problems can be handled via abduction (using logic programming). In computer science,
this second question is also related to the synthesis problem raised by Church [35] in its full generality. He asked whether, given a desired relation between a set of inputs and a set of outputs, we can construct a function that produces the desired outputs from arbitrary inputs. This problem has been declined as the problem of program synthesis: given a specification, can we construct a program that is guaranteed to satisfy this specification? It was extensively studied in the 1980s and 1990s for temporal logic specifications. The synthesis problem is more challenging when the input is incomplete [57]. Open (reactive) environments can be a reason of incompleteness of the input, and epistemic logic is a natural formalism to resort to model such situations, as argued by Halpern and Moses [51]. For single-agent temporal epistemic logic, this synthesis problem has been solved by van der Meyden and Vardi [108].

• Question 3: Regression. Answering the third question is related to the notion of regression introduced in the situation calculus [84]. This technique is used to determine whether a statement holds after a sequence of events (called the projection problem) by reducing (regressing) this statement about the resulting situation to a statement about the initial situation. In DEL, regression corresponds to the classical reduction method used to prove completeness of an axiomatization: a formula with dynamic operator(s) is ‘reduced’ equivalently to a formula without dynamic operator by pushing the dynamic operator through the logical connectives, performing some kind of regression of the initial formula with dynamic operator. In [9], our inductive definition of the regression of \( \psi \) by \( \chi \), i.e. \( \chi \Downarrow \psi \), is based on the reduction axioms of DEL [20]. Note that in Propositional Dynamic Logic, \( \neg(\varphi \supset \neg\psi) \) also corresponds to the weakest precondition.

Now, we provide the formal definitions of these connectives of progression, regression and epistemic planning.

**Progression** The connective of progression is denoted \( \otimes \) in [8]. In [9, Definition 41], a constructive definition of this connective is provided using characteristic formulas (called “Kit Fine” formulas). Here, we provide an alternative and non–constructive definition of the progression of \( \varphi \) by \( \chi \), denoted \( \varphi \otimes \chi \):

**Theorem 11.** Let \((M_f, w_f)\) be a pointed \(LP\)–model and let \( \varphi \in LP \) and \( \chi \in LA \). Then,

\[
M_f, w_f \models \varphi \otimes \chi \iff \text{there is a pointed } LP\text{–model } (M, w) \text{ and a pointed } LA\text{–model } (A, e) \text{ such that } (M, w) \otimes (A, e) \equiv (M_f, w_f),
\]

\[
M, w \models \varphi \text{ and } A, e \models \chi
\]

**Proof.** It follows from Lemmata 43 and 44 of [8].

**Epistemic Planning** The connective of epistemic planning is denoted \( \otimes_P \) in [9]. It is defined relatively to a finite set \( P \) of formulas/preconditions/atomic events. In [9, Definition 14–15], a constructive definition of this connective is provided using characteristic formulas (called “Kit Fine” formulas). As it turns out, an alternative and non–constructive definition of the epistemic planning from \( \varphi \) to \( \psi \), denoted \( \varphi \otimes_P \psi \), exists as well:
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Theorem 12 ([9]). Let \( \varphi, \psi \in \mathcal{L}^P \) and let \( P \) be a finite subset of \( \mathcal{L}^P \). Then, for all \( P \)-complete \( \mathcal{L}^A \)-model \((A, e)\), it holds that

\[
A, e \models \varphi \otimes_P \psi \quad \text{iff} \quad \text{there is } (\mathcal{M}, w) \text{ such that } \mathcal{M}, w \models \varphi, \quad \mathcal{M}, w \models I^A(e) \text{ and } (\mathcal{M}, w) \otimes (A, e) \models \psi
\]

The dual of the connective \( \varphi \otimes_P \psi \) is defined by:

\[
\varphi[\otimes]P\psi := \neg(\varphi \otimes_P \neg \psi)
\]  

(9)

Theorem 12 entails that \( \varphi[\otimes]P\psi \) can be alternatively defined as follows: for all \( P \)-complete \( \mathcal{L}^A \)-model \((A, e)\), it holds that

\[
A, e \models \varphi[\otimes]P\psi \quad \text{iff for all } (\mathcal{M}, w) \text{ such that } \mathcal{M}, w \models \varphi, \quad \text{if } \mathcal{M}, w \models I^A(e) \text{ then } (\mathcal{M}, w) \otimes (A, e) \models \psi
\]  

(10)

Example 7. In the situation depicted in the \( \mathcal{L}^P \)-model of Figure 1, agent B does not know that agent A has the red card and does not know that agent C has the blue card: \( M, w(3B \text{r} A \land 3B \neg \text{r} A) \land (3B \text{b} C \land 3B \neg \text{b} C) \). Our problem is therefore the following:

What sufficient and necessary property (i.e. ‘minimal’ property) an event should fulfill so that its occurrence in the initial situation \((M, w)\) results in a situation where agent B knows the true state of the world, i.e. agent B knows that agent A has the red card and that agent C has the blue card?

The answer to this question obviously depends on the kind of atomic events we consider. In this example, the events \( P = \{p_b C, p_r A, p_w B\} \) under consideration are the following. First, agent C shows her blue card \((p_b C)\), second, agent A shows her red card \((p_r A)\), and third, agent B herself shows her white card \((p_w B)\). Answering this question amounts to compute the formula \((M, w) \otimes_P \square_B (r_A \land b_C \land w_B)\). Applying the algorithm of [9, Definition 15], we obtain that

\[
(M, w) \otimes_P \square_B (r_A \land b_C \land w_B) \leftrightarrow \square_B (p_b C \lor p_r A) \]

is valid.

In other words, this result states that agent B should believe either that agent A shows her red card or that agent C shows her blue card in order to know the true state of the world. Indeed, since there are only three different cards which are known by the agents and agent B already knows her card, if she learns the card of (at least) one of the other agents, she will also be able to infer the card of the third agent.

Regression    The connective of regression is denoted \( \otimes \) in [8]. In [9, Def. 41], a constructive definition of this connective is provided using characteristic formulas (called “Kit Fine” formulas) by adapting and translating the reduction axioms of [21]. As it turns out, an alternative and non-constructive definition of the regression of \( \psi \) by \( \chi \), denoted \( \chi \otimes \psi \), exists as well:

Theorem 13 ([9]). Let \( \chi \in \mathcal{L}^A \) and \( \psi \in \mathcal{L}^P \). Then, for all \( \mathcal{L}^P \)-model \((M, w)\), it holds that

\[
M, w \models \chi \otimes \psi \quad \text{iff} \quad \text{there is } (A, e) \text{ such that } A, e \models \chi, \quad M, w \models I^A(e) \text{ and } (M, w) \otimes (A, e) \models \psi
\]  

(10)
Note that we could define a dual connective of $\chi \odot \psi$ as follows:

$$\chi[\odot]\psi = - (\chi \odot \neg \psi) \quad (11)$$

Then, the counterpart of Theorem 13 for this dual connective is as follows:

$$M, w \models \chi[\odot]\psi \quad \text{iff} \quad \text{for all } (A, e) \text{ such that } A, e \models \chi, \quad \text{if } M, w \models I^A(e) \text{ then } (M, w) \otimes (A, e) \models \psi \quad (12)$$

As shown in [9, Sec. 6], the connective $\chi[\odot]\psi$ is a generalization of the original and more standard DEL connective $[A, e] \varphi$ almost exclusively used in the DEL literature [21].

**Correspondence between DEL and Substructural Connectives**  
As one can easily notice, there is a strong similarity between the operations of progression, epistemic planning and re-gression and the operations of substructural logics, more precisely of the Lambek Calculus. In fact, there exists a rigorous mapping between them, as the following theorem shows:

**Theorem 14.** Let $M_{DEL}$ be the full DEL substructural model. Let $P$ be a finite subset of $L^P$, let $x = (M, w) \in E_P^P$ and let $y = (A, e) \in E_P^A$ be a $P$-complete pointed event model. Let $\varphi, \psi \in L^P$ and let $\chi \in L^A$. Then,

$$M_{DEL}, x \models \chi \otimes_1 \varphi \quad \text{iff} \quad M, w \models \chi \odot \varphi$$

$$M_{DEL}, y \models \psi \otimes_2 \varphi \quad \text{iff} \quad A, e \models \varphi \odot_P \psi$$

$$M_{DEL}, x \models \varphi \otimes_3 \chi \quad \text{iff} \quad M, w \models \varphi \odot \chi$$

Moreover, for all $\chi, \chi_1, \ldots, \chi_n \in L^A$, for all $\varphi, \psi, \varphi_0, \varphi_1, \ldots, \varphi_n \in L^P$, we have:

$$\varphi, \chi \models \psi \quad (((\varphi \otimes_1 \chi_1), \varphi_1), \ldots, \varphi_n \models \psi \quad \text{iff} \quad \varphi, \chi \models \psi \quad \text{iff} \quad \varphi_0, \chi_1, \varphi_1, \ldots, \chi_n, \varphi_n \models \psi$$

**Proof.** It follows straightforwardly from Theorems 11, 12, 13 and the truth conditions of the connectives $\otimes_1, \odot_1, \cup_2$ and $\otimes_3$. 

Theorem 14 explains why some substructural phenomena arise in the dynamic inferences of Section 7.1. As observed by van Benthem, “it seemed that structural rules address mere symptoms of some underlying phenomenon” [103, p. 297]. We claim that these “symptoms” are caused at a deeper semantic level by the fact that an update, and in that case the DEL product update, can be represented by the ternary relation of substructural logics.

The key Theorem 42 of [8] relates DEL-sequents and the connective of progression: for all $\varphi, \psi \in L^P$ and $\chi \in L^A$, it holds that

$$\varphi, \chi \models \psi \quad \text{iff} \quad \varphi \otimes \chi \models \psi. \quad (13)$$

As it turns out, this theorem is also valid in any substructural logics. More generally, all the theorems of the non-associative Lambek calculus hold in our DEL setting if we use the translation given in Figure 13. In particular, we have the following results.
Corollary 1. Let $P$ be a finite subset of $\mathcal{L}_A^P$. For all $\varphi, \psi \in \mathcal{L}_P^P$ and $\chi \in \mathcal{L}_A^A$, it holds that

\[
\begin{align*}
\varphi \otimes \chi & \models \psi \text{ iff } \varphi \models \chi [\otimes] \psi \\
\varphi \models \chi [\otimes] \psi & \text{ iff } \varphi \otimes \chi \models \psi \\
\varphi \otimes \chi \models \psi & \text{ iff } \chi \models \varphi [\otimes] \psi \\
\varphi \models \chi [\otimes] \psi & \text{ iff } \chi \models \varphi \otimes \psi \\
\end{align*}
\]

(14) (15) (16) (17)

The corollary below essentially tells us that if we assume that the set of atomic events is finite, then DEL is as expressive as epistemic logic. In fact, this result is in line with the expressiveness result of [21] for the original DEL framework.

Corollary 2 (Expressiveness of DEL). If $A$ is finite, then $(\mathcal{L}_P^P, \{M_{\text{DEL}}\}, \models) \equiv (\mathcal{L}_P^P, \mathcal{E}_P^P, \models)$ and $(\mathcal{L}_A^P, \{M_{\text{DEL}}\}, \models) \equiv (\mathcal{L}_A^A, \mathcal{E}_A^A, \models)$. Thus, the logic DEL and epistemic logic have the same expressive power.

Proof. We only prove the corollary for $\mathcal{L}_P^P$, the proof for $\mathcal{L}_A^A$ being similar. First, note that since $A$ is finite, any pointed event model of $M_{\text{DEL}}$ is in fact an $P$–complete pointed event model, where $P := \{p | p \in A\}$. Moreover, Definition 41 (with Theorem 42) of [8], Definition 15 (with Theorem 7) and Definition 20 (with Theorem 13) of [9] show that the formulas $\chi \otimes \varphi$, $\varphi \otimes \chi$ of Theorem 14 are equivalent to formulas of the epistemic language $\mathcal{L}_P^P$ and that the formula $\varphi \otimes \psi$ is equivalent to a formula of the event language $\mathcal{L}_A^A$. More generally, given a formula $\varphi \in \mathcal{L}_P^P$ Del, this formula $\varphi$ can be translated equivalently into a formula containing only the connectives $\otimes_1, \otimes_2, \otimes_3, \Box_j, \land$ and $\neg$ using the translation $\tau$ defined inductively as follows: for all $f \in \{\Box_j, \neg\}$ and all $f' \in \{\land, \lor\}$,

\[
\begin{align*}
\tau(p) & := p \\
\tau(f \varphi) & := f \tau(\varphi) \\
\tau(\varphi \cdot \psi) & := \neg(\tau(\varphi) \otimes, \neg\tau(\psi)) \\
\tau(\varphi \otimes \psi) & := \tau(\varphi) \otimes \tau(\psi) \\
\end{align*}
\]

From this prior translation $\tau$, we can show by induction on the number of substructural connectives $\otimes_1, \otimes_2, \otimes_3$ that our result holds. The case $n = 0$ holds trivially. For the case $n + 1$, it suffices to identify within the formula $\varphi$ a subformula of the form $\chi \otimes_1 \psi, \varphi \otimes_2 \psi$ or $\varphi \otimes_3 \chi$ (that
is, respectively of the form $\chi \otimes \psi$, $\varphi \otimes_p \psi$ or $\varphi \otimes \chi$ via Theorem 14. Then, we replace this subformula $\psi$ in $\varphi$ by its appropriate translation into $\mathcal{L}_P$ or $\mathcal{L}_A$ as they are defined in Definition 41 of [8] or Definition 15 and Definition 20 of [9]. This yields a formula $\varphi' \in \mathcal{L}_\text{DEL}^\varphi$ equivalent to $\varphi$ and which contains $n$ substructural connectives. We can then apply the induction hypothesis to $\varphi'$, yielding a formula $\varphi'' \in \mathcal{L}_P^\varphi$ equivalent to $\varphi'$ and therefore also equivalent to $\varphi$. 

8 Conclusion

In this article we have shown that DEL can be embedded within the framework of substructural logics in an intuitively meaningful way, in the sense that in this embedding the intuitions underlying the DEL framework provide a reasonable and meaningful interpretation of the ternary semantics of substructural logics. In addition to other non-classical logics such as linear logic, relevance logic, arrow logic, etc., this new embedding illustrates the richness and expressiveness of the substructural framework: it is defined in such a way that it can even capture in a meaningful way logics which are sometimes considered as isolated or ‘exotic’, like DEL. Therefore, our results are evidence in support of the claim that the relational semantics of the substructural framework can be considered as a unifying semantical framework for non-classical logics.

We elicited a number of axioms and inference rules that define specific properties of the DEL product update. This led us to define a sequent calculus for DEL which is based on the update logic introduced in the companion article [12]. In parallel, we also provided a sequent calculus for update logic and we observed that this sequent calculus is in fact a generalization of the non-associative Lambek calculus. Fritella Et Al. [42, 43] provide a display calculus for DEL. Their version of DEL is based on the original logic of Baltag & Al. [21, 20], where modalities are associated to pointed $\mathcal{L}_A$-models. Their display calculus is therefore very different. It is also multi-typed, where types can be agents, (functional) actions and formulas.

While the DEL product update was the focus of our attention in this article, it is nevertheless a particular kind of update and the ternary relation of substructural logics could actually be a representation of any sort of update or any sort of logical dynamics within and beyond the DEL paradigm. Within the DEL paradigm, Liu [61] mentions some of the alternatives to the DEL product update and Eijck & Al. [114] recently introduced a new sort of product update (subsequently studied by Aceto & Al. [1]). Numerous product update rules for belief revision have also been proposed in the DEL paradigm with more refined representations of uncertainty (by means of plausibility or probability measures for instance) [5, 109, 6, 24, 24, 29, 61, 106]. Outside the DEL paradigm, other kinds of model changing operations have recently been investigated in various kinds of dynamic logics [56, 13, 50, 8, 9, 17, 16]. An interesting line of research would be to investigate whether and how these logics can be embedded into our update logic and considered as specific instances of it. In particular, the proof techniques developed in this article would have to be adapted to these other approaches. It may turn out that we find among the structural rules elicited in the substructural logics literature (see the companion article [12]) some rules which capture the types of updates defined implicitly in these dynamic logics.

More generally, the ternary relation could also represent the various revision, update and even causal connectives which have been studied in the logics of “commonsense reasoning” in artificial intelligence and philosophical logic, such as conditional logic [74], default and non-
monotonic logics \cite{44}, belief revision theory \cite{45}, etc. Formalizing commonsense reasoning within non-classical logics is not a new line of research (see for instance \cite{48, 76, 71, 72, 2, 75}). The originality of our approach is based on our proposal to found it on the general framework of substructural logics and more particularly on its ternary relational semantics. Some connections between causal conditionals \cite{49} and ternary semantics have in fact already started to emerge \cite{33}. Connections with belief revision and conditional logic can also be found in \cite{11}.

Finally, one should note that only a few of the connectives introduced were needed to capture the logical dynamics present in standard DEL (mainly $\otimes_3$, $\supset_1$, $\subset_2$). However, from our dynamic reading of the ternary relation, it is possible to provide for the other connectives of $\{\otimes_i, \supset_i, \subset_i | i \in \{1, 2, 3\}\}$ an intuitive and quite meaningful reading as well. This opens our investigation to a vast new realm of logical dynamics and our approach may provide new means to formalize and study more difficult and complex forms of commonsense reasoning, such as abductive or retractive reasoning.
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The proof follows the same lines as the completeness proof of \( UL \), so we only sketch it. We mention the parts which are different and provide the missing proofs.

**Definition 31** ((maximal) \( UL^* (C_\varphi) \)-consistent set of \( SP^* \) and \( SA^* \)). Let \( C_\varphi \subseteq Con_\varphi \).

- An \( UL^* (C_\varphi) \)-consistent set of \( SP^* \) is a set \( \Gamma \) of \( L (P, C_\varphi, P) \)-structures of \( SP^* \) such that there are no \( X_1, \ldots, X_n \in \Gamma \) such that \( X_1, \ldots, X_n \models \).

- A maximal \( UL^* (C_\varphi) \)-consistent set of \( SP^* \) is a \( UL^* (C_\varphi) \)-consistent set \( \Gamma \) of \( SP^* \) such that there is no \( X \in SP^* \) such that \( X \notin \Gamma \) and \( \Gamma \cup \{X\} \) is \( UL^* (C_\varphi) \)-consistent.

Similar definitions hold for the \( LDEL (C_\varphi) \)-structures of \( SA^* \).

Then, like in \([12]\), we can prove the same preliminary results and the same Cut Lemma and Lindenbaum Lemma. For the sake of completeness, we recall them below:

**Lemma 15** (Cut Lemma). Let \( \Gamma \) be a maximal \( UL \)-consistent set of \( SP^* \) or \( SA^* \). For all \( X_1, \ldots, X_k \in \Gamma \), all \( \varphi \in L^D_{UL^* (C_\varphi)} \), if \( X_1, \ldots, X_k \models \varphi \) then \( \varphi \in \Gamma \).

**Lemma 16.** Any \( UL \)-consistent set over \( SP^* \) (\( SA^* \)) can be extended into a maximal \( UL \)-consistent set over \( SP^* \) (resp. \( SA^* \)).

The definition of the canonical update model associated to \( UL^* \) is however different:

**Definition 32** (Canonical update model). The canonical update model associated to \( UL^* \) is the tuple \( M^c := (P^c, R^c_{U1}, \ldots, R^c_{Um}, R^c_{C1}, R^c_{C2}, R^c_{C3}, R^c_{D1}, R^c_{D2}, R^c_{D3}, R^c_{O1}, R^c_{O2}, R^c_{O3}, I^c) \) defined as follows:
\[ \mathcal{P}^c := (\mathcal{P}^c, =) \] where \( \mathcal{P}^c \) is the disjoint union of the set \( \mathcal{E}^p \) of all maximal UL-consistent sets of \( \mathcal{S}^{p*} \) and the set \( \mathcal{E}^h \) of all maximal UL-consistent sets of \( \mathcal{S}^{h*} \);

for all \( \Gamma, \Gamma', \Gamma'' \in \mathcal{E}^p \), all \( \Gamma' \in \mathcal{E}^h \), all \( j = 1, \ldots, m \),

\[
\begin{align*}
(\Gamma, \Gamma') &\in \mathcal{R}^c_{\odot j} \quad \text{iff} \quad \text{for all} \; \square_j \varphi \in \Gamma, \; \text{we have that} \; \varphi \in \Gamma' \\
(\Gamma, \Gamma') &\in \mathcal{R}^c_{\odot j'} \quad \text{iff} \quad \text{for all} \; \varphi \in \Gamma', \; \text{we have that} \; \varphi \in \Gamma'
\end{align*}
\]

\[
\begin{align*}
(\Gamma, \Gamma', \Gamma'') &\in \mathcal{R}^c_{\odot 1} \quad \text{iff} \quad \text{for all} \; \chi \supset \varphi \in \Gamma, \; \text{if} \; \chi \in \Gamma' \; \text{then} \; \varphi \in \Gamma'' \\
(\Gamma, \Gamma', \Gamma'') &\in \mathcal{R}^c_{\odot 2} \quad \text{iff} \quad \text{for all} \; \psi \supset \varphi \in \Gamma', \; \text{if} \; \psi \in \Gamma'' \; \text{then} \; \varphi \in \Gamma \\
(\Gamma, \Gamma', \Gamma'') &\in \mathcal{R}^c_{\odot 3} \quad \text{iff} \quad \text{for all} \; \varphi \supset \chi \in \Gamma'' \; \text{if} \; \varphi \in \Gamma \; \text{then} \; \varphi \in \Gamma' \\\n(\Gamma, \Gamma', \Gamma'') &\in \mathcal{R}^c_{\odot 4} \quad \text{iff} \quad \text{for all} \; \psi \supset \varphi \in \Gamma', \; \text{if} \; \psi \in \Gamma'' \; \text{then} \; \varphi \in \Gamma \\
(\Gamma, \Gamma', \Gamma'') &\in \mathcal{R}^c_{\odot 5} \quad \text{iff} \quad \text{for all} \; \varphi \supset \chi \in \Gamma'' \; \text{if} \; \varphi \in \Gamma \; \text{then} \; \varphi \in \Gamma' \\
(\Gamma, \Gamma', \Gamma'') &\in \mathcal{R}^c_{\odot 6} \quad \text{iff} \quad \text{for all} \; \psi \supset \varphi \in \Gamma', \; \text{if} \; \psi \in \Gamma'' \; \text{then} \; \varphi \in \Gamma \\
(\Gamma, \Gamma', \Gamma'') &\in \mathcal{R}^c_{\odot 7} \quad \text{iff} \quad \text{for all} \; \varphi \supset \chi \in \Gamma'' \; \text{if} \; \varphi \in \Gamma \; \text{then} \; \varphi \in \Gamma'
\end{align*}
\]

for all \( p \in \mathcal{P} \), all \( p_\pi \in \Lambda \),

\[
\begin{align*}
p \in \mathcal{I}^c(\Gamma) &\quad \text{iff} \quad p \in \Gamma \\
p_\pi \in \mathcal{I}^c(\Gamma') &\quad \text{iff} \quad p_\pi \in \Gamma'
\end{align*}
\]

Lemma 17. The following hold:

- \( \mathcal{R}^c_{\odot j} = \mathcal{R}^c_{\odot j'} \) for all \( j \in \{1, \ldots, m\} \);

- \( \mathcal{R}^c_{\odot 1} = \mathcal{R}^c_{\odot 2} = \mathcal{R}^c_{\odot 3} = \mathcal{R}^c_{\odot 4} = \mathcal{R}^c_{\odot 5} = \mathcal{R}^c_{\odot 6} = \mathcal{R}^c_{\odot 7} \).

Proof. We prove the first item, that is \( \mathcal{R}^c_{\odot j} \subseteq \mathcal{R}^c_{\odot j'} \). We first show that \( \mathcal{R}^c_{\odot j} \subseteq \mathcal{R}^c_{\odot j'} \). Let \( (\Gamma, \Gamma') \in \mathcal{R}^c_{\odot j} \) and let \( \square_j \varphi \in \Gamma \). We must show that \( \varphi \in \Gamma' \). Assume that \( \varphi \notin \Gamma' \). Then, because \( \Gamma' \) is a maximal UL-consistent set, we have that \( \neg \varphi \in \Gamma' \). Then, by definition of \( \mathcal{R}^c_{\odot j} \), we have that \( \varphi \in \Gamma' \). However, one can prove that \( \square_j \varphi \vdash \neg \square_j \varphi \). Therefore, because \( \square_j \varphi \notin \Gamma \), we also have that \( \neg \square_j \varphi \notin \Gamma \). Putting (*) and (**) altogether, we obtain that \( \Gamma \) is not UL-consistent, which is impossible. The proof of the other inclusion \( \mathcal{R}^c_{\odot j} \subseteq \mathcal{R}^c_{\odot j} \) is similar and relies on the fact that \( \square_j \varphi \vdash \neg \square_j \varphi \).

Now, we prove the second item. The proofs that \( \mathcal{R}^c_{\odot 1} = \mathcal{R}^c_{\odot 2} = \mathcal{R}^c_{\odot 3} \), that \( \mathcal{R}^c_{\odot 4} = \mathcal{R}^c_{\odot 5} = \mathcal{R}^c_{\odot 6} \) and that \( \mathcal{R}^c_{\odot 7} = \mathcal{R}^c_{\odot 1} = \mathcal{R}^c_{\odot 2} \) are similar to the proof of Lemma 11.25 of [85]. In fact, we only prove \( \mathcal{R}^c_{\odot 1} = \mathcal{R}^c_{\odot 2} \), the proof that \( \mathcal{R}^c_{\odot 1} = \mathcal{R}^c_{\odot 2} \) is similar. First, we prove that \( \mathcal{R}^c_{\odot 1} \subseteq \mathcal{R}^c_{\odot 2} \). Let \( (\Gamma, \Gamma', \Gamma'') \in \mathcal{R}^c_{\odot 1} \), we are going to show that \( (\Gamma, \Gamma', \Gamma'') \in \mathcal{R}^c_{\odot 2} \). Let \( \psi \in \Gamma'' \) and \( \chi \in \Gamma' \). We are going to prove that \( \chi \odot_1 \psi \in \Gamma \). Assume towards a contradiction that \( \chi \odot_1 \psi \notin \Gamma \). Then, \( \neg (\chi \odot_1 \psi) \in \Gamma \), because \( \Gamma \) is a maximal consistent set. However, one can prove using _12 / _13 that \( \neg (\chi \odot_1 \psi) \odot_1 \chi \vdash \neg \psi \). Now, because \( (\Gamma, \Gamma', \Gamma'') \in \mathcal{R}^c_{\odot 2} \), we have that
Lemma 18 (Truth lemma). For all $L_{DEL}$-structure $X$, for all maximal consistent sets $\Gamma$, we have that

$$\mathcal{M}^c, \Gamma \Vdash X \iff X \in \Gamma.$$  

**Proof.** The proof is similar to the proof of Truth Lemma of (12). We only deal with the cases which are not dealt with in the Truth Lemma of (12) or that are different. That is, we only prove it for the cases $\neg, \lor$, and $\land$, the cases $\varphi \subseteq \psi, \psi \lor \varphi$ and $\varphi \lor \psi, \chi \subseteq \psi$ are dealt with similarly and the proofs can be easily adapted. For the case $\land$, we will use the following fact:

$$\psi \subseteq \varphi_1, \ldots, \psi \subseteq \varphi_n \models \psi \subseteq (\varphi_1 \lor \ldots \lor \varphi_n).$$  

We prove Expression (19) as follows. By iterated application of $\lor_A$ to $\varphi_1 \models \varphi_1, \ldots, \varphi_n \models \varphi_n$, we obtain that $\varphi_1 \lor \ldots \lor \varphi_n \models \varphi_1, \ldots, \varphi_n$. Then, by application of $\land_A$ and $\land_K$ to $\varphi_1 \lor \ldots \lor \varphi_n \models \varphi_1, \ldots, \varphi_n$ and $\psi \models \psi$, we have that $(\varphi_1 \lor \ldots \lor \varphi_n) \land (\psi \subseteq \varphi_1, \ldots, \psi \subseteq \varphi_n) \models \psi$. Finally, by $\land_K$, we obtain that $\psi \subseteq \varphi_1, \ldots, \psi \subseteq \varphi_n \models \psi \subseteq (\varphi_1 \lor \ldots \lor \varphi_n)$.

- $\neg \psi$:

Assume that $\neg \psi \in \Gamma$. If $\psi \in \Gamma$, then because $\psi, \neg \psi \models$ and $\neg \psi, \neg \psi \in \Gamma$, $\Gamma$ would not be $UL^*$-consistent. Therefore, it is not the case that $\psi \in \Gamma$, that is, by Induction Hypothesis, it is not the case that $\mathcal{M}^c, \Gamma \models \neg \psi$. That is, $\mathcal{M}^c, \Gamma \not\models \neg \psi$. For the other direction, if $\mathcal{M}^c, \Gamma \models \neg \psi$, then it is not the case that $\mathcal{M}^c, \Gamma \not\models \neg \psi$. So, by Induction Hypothesis, $\psi \not\in \Gamma$.

If $\neg \psi \not\in \Gamma$ then we both have that $\psi \not\in \Gamma$ and $\neg \psi \not\in \Gamma$. Then, $\Gamma \cup \{\psi\}$ and $\Gamma \cup \{\neg \psi\}$ are not $UL^*$-consistent because $\Gamma$ is a maximal $UL^*$-consistent set. So, there are $\varphi'_1, \ldots, \varphi'_n \in \Gamma$, $\psi'_1, \ldots, \psi'_m \in \Gamma$ such that $\varphi'_1, \ldots, \varphi'_n, \psi' \models$ and $\psi'_1, \ldots, \psi'_m, \neg \psi' \models$. Thus, by the Weakening rule $K$, we have that $\varphi'_1, \ldots, \varphi'_n, \psi'_1, \ldots, \psi'_m, \psi \models$ and $\varphi'_1, \ldots, \varphi'_n, \psi'_1, \ldots, \psi'_m, \neg \psi \models$. Therefore, we have that $\varphi'_1, \ldots, \varphi'_n, \psi'_1, \ldots, \psi'_m, \psi \lor \neg \psi \models$ by rule $\lor_L$. But, we have that $\varphi'_1, \ldots, \varphi'_n, \psi'_1, \ldots, \psi'_m \in \Gamma$ and $\psi \lor \neg \psi \in \Gamma$, by application of the Cut Lemma (since $\models \psi \lor \neg \psi$). So, $\Gamma$ is not $UL^*$-consistent, which is impossible. So, $\neg \psi \not\in \Gamma$, which proves the other direction.
• $\chi \supset_1 \psi$:

Assume that $\chi \supset_1 \psi \in \Gamma$. Then, for all $\Gamma', \Gamma''$ such that $(\Gamma, \Gamma', \Gamma'') \in R^c$, if $\chi \in \Gamma'$ then $\psi \in \Gamma''$. That is, for all $\Gamma', \Gamma''$ such that $(\Gamma, \Gamma', \Gamma'') \in R^c$, if $M^c, \Gamma' \not\models \chi$ then $M^c, \Gamma'' \not\models \psi$ by Induction Hypothesis. That is, $M^c, \Gamma \not\models \chi \supset_1 \psi$.

Assume that $M^c, \Gamma \models \chi \supset_1 \psi$ and assume towards a contradiction that $\chi \supset_1 \psi \notin \Gamma$.

1. Assume that $S := \{ \varphi \mid \chi \supset_1 \varphi \in \Gamma \} \cup \{ \neg \psi \}$ is not UL*-consistent. Then, there are $\varphi_1, \ldots, \varphi_n \in S$ such that $\neg \psi, \varphi_1, \ldots, \varphi_n \models \neg \psi$ by the rules $\neg R$ and $\neg L$. So, $\chi \supset_1 \varphi_1, \ldots, \chi \supset_1 \varphi_n \models \chi \supset_1 \neg \psi$ by application of $\supset_L$ and then $\supset_R$ to $\varphi_1, \ldots, \varphi_n \models \neg \psi$ and $\chi \models \chi$. Then, by application of Lemma 15 we have that $\chi \supset_1 \neg \psi \notin \Gamma$. Moreover, because we also have that $\chi \supset_1 \neg \psi \models \chi \supset_1 \psi$, it holds that $\chi \supset_1 \psi \in \Gamma$. This is impossible. Therefore, $S$ is UL*-consistent and by Lemma 16 it can be extended into a maximal consistent set called $\Gamma''$.

2. Now, let $S_{\chi} := \{ \chi \} \cup \{ \neg \rho \mid \text{there is } \psi \notin \Gamma', \rho \supset_1 \psi \in \Gamma \}$. Assume that $S_{\chi}$ is not UL*-consistent. Then, there are $\neg \rho_1, \ldots, \neg \rho_n \in S_{\chi}$ such that $\chi, \neg \rho_1, \ldots, \neg \rho_n \models \psi$. So, $\chi \models \neg \neg \rho_1, \ldots, \neg \neg \rho_n$ by $\neg R$. Therefore, we have that $\neg \neg \rho_1 \supset_1 \bigvee_i \psi_i, \ldots, \neg \neg \rho_n \supset_1 \bigvee_i \psi_i$ by application of $\supset_L$ and $\supset_R$. Moreover, we can easily prove that for all $i \in \{1, \ldots, n\}$, $\rho_i \supset_1 \psi_i \models \neg \rho_i \supset_1 \bigvee_i \psi_i$ by rules $\supset_L$ and $\supset_R$. Therefore, by application of Lemma 15 we have that $\neg \rho_i \supset_1 \bigvee_i \psi_i \in \Gamma$, because by definition of $S_{\chi}$ we have that $\rho_i \supset_1 \psi_i \in \Gamma$ for all $i \in \{1, \ldots, n\}$. Then, again by application of Lemma 15 to (*), we have that $\chi \supset_1 \bigvee_i \psi_i \models \psi$ by definition of $S$. So, $\bigvee_i \psi_i \in \Gamma''$ by definition of $\Gamma''$. However, we can easily prove that for all $i$, it holds that $\bigvee_i \neg \psi_i \models \psi$. This entails that $\Gamma''$ is not UL*-consistent, because for all $i$, $\neg \psi_i \in \Gamma''$ and $\bigvee_i \psi_i \in \Gamma''$. We have reached a contradiction. Therefore our initial assumption was wrong and $S_{\chi}$ must be UL*-consistent. So, it can be extended into a maximal UL*-consistent set called $\Gamma'$.

Finally, we need to check that $(\Gamma, \Gamma', \Gamma'') \in R^c$. Let $\rho \supset_1 \varphi \in \Gamma$ and assume that $\rho \in \Gamma'$ but $\varphi \notin \Gamma''$. Then, by definition of $\Gamma'$, $\neg \rho \in \Gamma'$, which contradicts the fact that $\rho \in \Gamma'$. So, $\varphi \in \Gamma''$. Hence, there are $(\Gamma, \Gamma', \Gamma'') \in R^c$ such that $\chi \in \Gamma'$ and $\neg \psi \in \Gamma''$. So, there are $(\Gamma, \Gamma', \Gamma'') \in R^c$ such that $M^c, \Gamma' \not\models \chi$ and $M^c, \Gamma'' \not\models \psi$ by Induction Hypothesis. Therefore, it is not the case that $M^c, \Gamma \not\models \chi \supset_1 \psi$, which contradicts our assumption. We have reached a contradiction, so, finally, $\chi \supset_1 \psi \in \Gamma$.

• $\varphi \supset_2 \psi$:

Assume that $\psi \supset_2 \varphi \in \Gamma'$. Then, for all $\Gamma, \Gamma'' \in M^c$ such that $(\Gamma, \Gamma', \Gamma'') \in R^c$, if $\psi \in \Gamma$
then \( \varphi \in \Gamma'' \). Then, for all \( \Gamma, \Gamma'' \in \mathcal{M}^c \) such that \( \left( \Gamma, \Gamma', \Gamma'' \right) \in \mathcal{R}^c \), if \( \mathcal{M}^c, \Gamma \models \psi \) then \( \mathcal{M}^c, \Gamma'' \models \neg \varphi \). That is, \( \mathcal{M}^c, \Gamma' \models \psi \subset_2 \varphi \).

Assume that \( \mathcal{M}^c, \Gamma' \models \psi \subset_2 \varphi \). Assume towards a contradiction that \( \psi \subset_2 \varphi \notin \Gamma' \).

1. Let \( S_f := \{ \neg \varphi \} \cup \{ \varphi \mid \psi \subset_2 \varphi \in \Gamma' \} \) and assume that \( S_f \) is not UL*-consistent. Then, there are \( \varphi_1, \ldots, \varphi_n \in S_f \) such that \( \neg \varphi, \varphi_1, \ldots, \varphi_n \models \neg \neg \varphi \) by the rules \( \neg R \) and \( \neg L \). Then, by application of \( \subset L \) and then \( \subset R \) to \( \varphi_1, \ldots, \varphi_n \models \neg \neg \varphi \) and \( \psi \models \psi \), we have that \( \psi \subset \varphi, \ldots, \psi \subset \varphi_n \models \psi \subset \neg \varphi \). But \( \psi \subset_2 \varphi_1, \ldots, \psi \subset_2 \varphi_n \in \Gamma' \). So \( \psi \subset_2 \neg \varphi \in \Gamma' \) by application of Lemma \[15\] Now, because we can easily prove that \( \psi \subset_2 \neg \varphi \models \psi \subset_2 \varphi \), we have that \( \psi \subset_2 \varphi \notin \Gamma' \), again by application of Lemma \[15\]. This is impossible by assumption. Therefore, \( S_f \) is UL*-consistent. Then, \( S_f \) can be extended into a maximal UL*-consistent set \( \Gamma'' \in \mathcal{M}^c \) by Lemma \[16\].

2. Now, let \( S := \{ \psi \} \cup \{ \neg \varphi \mid \text{there is } \varphi \notin \Gamma'' \text{ such that } \psi \subset_2 \varphi \in \Gamma' \} \). Assume that \( S \) is not UL*-consistent. Then, there are \( \neg \varphi_1, \ldots, \neg \varphi_n \in S \) such that \( \psi, \neg \varphi_1, \ldots, \neg \varphi_n \models \neg \neg \varphi \). Then, \( \psi \models \neg \neg \varphi_1, \ldots, \neg \neg \varphi_n \) by the rule \( \neg R \). So, \( \psi \models \neg \neg \varphi_1 \lor \ldots \lor \neg \neg \varphi_n \) by iterated application of rule \( \lor R \) and \( C \). Let \( \varphi_1, \ldots, \varphi_n \) be the formulas of \( \Gamma'' \) associated to \( \varphi_1, \ldots, \varphi_n \) through \( S \). Then, because \( \bigvee_{i} \psi_i \models \bigvee_{i} \varphi_i \), we have that \( \psi \models (\neg \neg \varphi_1 \lor \ldots \lor \neg \neg \varphi_n) \subset_2 \bigvee_{i} \varphi_i \). Therefore, \( \bigvee_{i} \varphi_i \models \bigvee_{i} \varphi_i \) by rule \( C_A \). Moreover, by Expression \[16\], it holds that \( \neg \neg \varphi_1 \subset_2 \bigvee_{i} \varphi_i, \ldots, \neg \neg \varphi_n \subset_2 \bigvee_{i} \varphi_i \). However, we have that \( \neg \neg \varphi_i \subset_2 \bigvee_{i} \varphi_i \in \Gamma'' \) for all \( i \). Therefore, by application of Lemma \[15\] to \( (**) \), we have that \( (\neg \neg \varphi_1 \lor \ldots \lor \neg \neg \varphi_n) \subset_2 \bigvee_{i} \varphi_i \in \Gamma'' \). Then, by application of Lemma \[15\] to \( (*) \), we have that \( \psi \subset_2 \bigvee_{i} \varphi_i \in \Gamma' \). Thus, by definition of \( S_f \), we have that \( \bigvee_{i} \varphi_i \models \bigvee_{i} \varphi_i \subset_2 \bigvee_{i} \varphi_i \). However, \( \varphi_i \notin \Gamma'' \) for all \( i \). Therefore, \( \bigvee_{i} \neg \varphi_i \notin \Gamma'' \), contradicting \( \bigvee_{i} \varphi_i \in \Gamma'' \) (like in the previous case). Hence, we reach a contradiction. Therefore, \( S \) is UL*-consistent. So, it can be extended to a maximal UL*-consistent set \( \Gamma \in \mathcal{M}^c \) by Lemma \[16\].

Now, we prove that we have \( \left( \Gamma, \Gamma', \Gamma'' \right) \in \mathcal{R}^c \). Let \( \psi \subset_2 \varphi \in \Gamma' \) and assume towards a contradiction that \( \varphi \in \Gamma \) but \( \psi \notin \Gamma'' \). Then, \( \neg \varphi \in S \) by definition of \( S \), so \( \neg \varphi \in \Gamma \). This is impossible because \( \varphi \in \Gamma \) and \( \Gamma \) is a maximal UL*-consistent set. So, if \( \varphi \in \Gamma \) then \( \psi \notin \Gamma'' \). So, for all \( \psi \subset_2 \varphi \in \Gamma' \), if \( \varphi \in \Gamma \) then \( \psi \notin \Gamma'' \). Hence, \( \left( \Gamma, \Gamma', \Gamma'' \right) \in \mathcal{R}^c \).

Moreover, \( \varphi \in \Gamma \) and \( \neg \psi \in \Gamma'' \), so by Induction Hypothesis, \( \mathcal{M}^c, \Gamma \models \psi \) and not \( \mathcal{M}^c, \Gamma'' \models \psi \). Therefore, we do not have that \( \mathcal{M}^c, \Gamma' \models \psi \subset_2 \varphi \), which is impossible by assumption. So, finally, \( \psi \subset_2 \varphi \notin \Gamma' \).

- \( \square_j \varphi \) and \( \Diamond_j \neg \varphi \):

The proof follows the same line as in \[12\], except that the structural negation \( * \) has to be replaced by the logical negation \( \neg \), similarly to \( \otimes, \odot \) and \( \subset_2 \).
Finally, we prove Theorem 4.

**Proof of Theorem 4.** The proof of soundness is without difficulty, so we only prove strong completeness, i.e., we prove that for all sets $\Gamma \subseteq \mathcal{C}(\mathcal{C}_\varphi)^*$ and all $S := X \vdash Y \in \mathcal{C}(\mathcal{C}_\varphi)^*$, if $\Gamma \models S$ holds then $\Gamma \models S$ is provable in $\text{UL}^*$. We reason by contraposition. Assume towards a contradiction that it is not the case that $\Gamma \models S$. Then, it is not the case that there is a proof of $S$ in $\text{UL}^*$ from $\Gamma$. Thus, it is not the case that $X, \ast Y \vdash$ can be proved in $\text{UL}^* + \Gamma$. So, it is not the case that $\tau_1(X, \ast Y) \vdash$ can be proved in $\text{UL}^* + \Gamma$, by the expressiveness results of [12]. That is, $E := \{\tau_1(X, \ast Y)\}$ is $\text{UL}^* + \Gamma$-consistent. So, by Lemma 16 (where $\text{UL}^*$-consistency is replaced by $\text{UL}^* + \Gamma$-consistency), it can be extended into a maximal $\text{UL}^* + \Gamma$-consistent set $\Gamma'$. Now, $\Gamma'$ is also $\text{UL}^*$-consistent, so it is a possible world of $\mathcal{M}^c$ such that $E \cup \Gamma \subseteq \Gamma'$. So, by Lemma 18, for all $Z \in \Gamma'$, we have that $\mathcal{M}^c, \Gamma' \models Z$. Then, there is a pointed substructural model $(\mathcal{M}^c, \Gamma')$ such that $\mathcal{M}^c, \Gamma' \models \Gamma$ and $\mathcal{M}^c, \Gamma' \models \tau_1(X, \ast Y)$, i.e., such that $\mathcal{M}^c, \Gamma' \models \Gamma$ and $\mathcal{M}^c, \Gamma' \models \Gamma \models X, \ast Y$ by the expressiveness results of [12]. That is, it is not the case that $\Gamma \models S$, which contradicts our assumption. Thus, $\Gamma \models S$. \qed