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Abstract. In this paper, a method to automate industrial manufactur-
ing processes using an intelligent multi-camera system to assist a robotic
arm on a production line is presented. The examined assembly proce-
dure employs a volumetric method for the initial estimation of object’s
properties and an octree decomposition process to generate the path
plans for the robotic arm. Initially, the object is captured by four cam-
eras and its volumetric representation is produced. Thereafter, a quality
check with its respective CAD model is performed and the final details of
the 3D model are refined. An octree decomposition technique is utilized
afterwards to facilitate the automatic generation of the assembly path
plans and translate them to a sequence of movements for the robotic arm.
The algorithm is fast, computationally simple and produces an assembly
sequence that can be translated to any major robotic programming lan-
guage. The proposed algorithm is assessed and preliminary experimental
results are discussed.

Keywords: object assembly, multi-camera system, octree decomposi-
tion, 3D reconstruction, industrial automation

1 Introduction

The use of traditional manufacturing machinery such as robotic systems as a way
of rapid manufacturing has attracted growing interest in recent years. Intelligent
automation is one of the outcomes of this interest and its major impact enables
a significant reduction in production time and cost, machining work and product
quality. One of the manufacturing processes, in which intelligent automation is
applied, is assembly, which constitutes an important stage in product develop-
ment and accounts for a large proportion of the manufacturing costs. However,
assembly still remains one of the least understood manufacturing processes [1].
In this paper an object assembly sequence is planned that incorporates the pro-
duction of its volumetric model by a multi-camera system, its three-dimensional
representation with octrees and its construction implemented by a robot arm of
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5 degrees-of-freedom and a gripper. The final goal is to plan a robot arm path
consisting of predetermined motions for the assembly of everyday objects.

The rest of this paper is organized as follows. Section 2 provides a review
of the related works regarding multi-camera vision systems, automatic assem-
bly planning processes and 3D object representation methods. In section 3 the
overview of our system is described and the details about each one of the steps
are discussed. Finally, the paper concludes in section 4 where the final remarks
about the performance of the algorithm are given along with discussion for future
research endeavors.

2 Related work

Technological advances in sensor design, communication, and computing are
stimulating the development of new applications that will transform traditional
visual systems into pervasive intelligent camera networks. Applications enabled
by multi-camera networks are very common in industry. [2]. Systems utilizing
multiple visual sensors are required in many manufacturing applications. Over
the last few years the state of the art concerning multi-view stereo is improv-
ing rapidly. The goal of multi-view stereo is to reconstruct a complete three-
dimensional object model from a collection of images taken from known camera
viewpoints. A number of high-quality multi-view stereo algorithms have been
developed, compared and evaluated [3]. In order to achieve multi-view stereo,
systems consists of many visual sensors are usually needed. The uses of multi-
camera systems in a variety of tasks premise the determination of optimal sensors
configurations. Each system has its own set of requirements, but there is a generic
formulation that can be customized to find optimum sensor configurations for
all the systems [4].

Sensor planning has been researched quite extensively and several approaches
have been developed in the last decades, so there are many different variations
depending on the application. A popular set of methods, called next-view plan-
ning, attempt to built a model of the scene incrementally by successively sensing
the unknown world from effective sensor configurations using the information ac-
quired about the world up to this point [5], [6], [7], [8], [9], [10]. A related set
of methods [11] have focused on finding the ideal sensor positions for capturing
a static scene from desirable viewpoints assuming that some geometric informa-
tion about the scene is available. Bordering on the field of graphics, the main
contribution of such methods is to develop efficient methods for determining the
view of the scene from different viewpoints. Methods that are directly related
to ours are those that assume that complete geometric information is available
and determine the location of static cameras so as to obtain the best views of
an object. This problem was originally posed in the computational geometry
literature as the art-gallery problem [12]. The traditional formulation of such
problem assumes that two points are called visible if the straight line segment
between them lies entirely inside the polygon. Even with such simple definition
of visibility, the problem is NP-complete.



Multi-camera 3D object reconstruction for industrial automation 3

The continuous demand for reduced costs but increasing speed and quality in
product manufacturing has led to the requirement for the rapid prototyping of
solid models prior full-scale production. This is the reason why automatic assem-
bly planning is essential. The series of technical issues addressed in the process
of automated assembly planning are the assembly sequence representation at
first, the generation and evaluation provided by the assembly assumptions, the
calculation of the accuracy and efficiency of the planning process, the integration
of the CAD program and finally the motion planning [13]. Numerous algorithms
have been exploited for the rapid and effective production of feasible assembly
tasks. The vast majority of assembly sequence generators, namely ASG, convert
the problem of employing assembly sequences into disassembly ones. During the
testing of their feasibility several issues must be considered such as geometrical
and mechanical feasibility, manipulability, stability, visibility and used material.

An essential preprocess step of the assembly planning procedure is the three-
dimensional representation of the object. The state of the art has changed dra-
matically over the last years, warranting a new overview in the field. Multi-
ple approaches for assembly, utilize 3D geometry on a regularly sampled three-
dimensional grid (volume), either as a discrete occupancy function [14] or as a
function encoding distance to the closest surface [15]. The popularity of three-
dimensional grids is increasing due to their simplicity and their ability to esti-
mate various kinds of surfaces. A surface can be represented as a set of connected
planar facets using polygon meshes, whilst in case of multiple views one can repre-
sent the examined scene as a set of depth maps. Among the multitude of existing
methods, one can distinguish the use of octree approximation as an approach
of compact visualization of computer-aided design models, which was recently
reported [16].

3 System Overview

The proposed method lies within the category of intelligent assembly path plan-
ning methods. The main concept of the algorithm is to produce the volumetric
model of the object, represent it using octrees and then create an assembly se-
quence of predetermined motions. The block diagram of the proposed algorithm
is shown in Fig. 1 and the details for every step are given below.

3.1 Image Acquisition and Camera Calibration

The system’s cameras topology is an application depended task and, therefore,
it is based on the desired coverage of the working space taking into account the
best combination of number of visual sensors and available bandwidth. In order
to provide visual data for accurate 3D object assembly, a four-camera system
was assembled inside our lab. The visual sensors are thus, mounted on the four
corners of a cube processing 90° rotation along their optical axis, 60° rotation
on the z axis and 150c¢m translation between them. Fig. 2 depicts the system’s
architecture and shows the position of the cameras inside the cubical structure.
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Fig. 1. Block diagram of the proposed method.

The first step of the whole process comprises an initialization phase where the
calibration of the multi camera system occurs. The calibration procedure is fast,
straightforward and results the registration of the cameras to the room coordi-
nate system, employing a classic method [17] realized within the Camera Cali-
bration Toolbox for Matlab [18]. The multi-camera rig acquires static snapshots
of the object in a relatively controlled environment. The cameras viewpoints are
carefully chosen in a way that will let us acquire the maximum possible shape
information from a set of objects images.
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Fig. 2. The multi-camera system’s architecture.
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Hardware configuration. The proposed vision sensorial framework consists
of a four Flea2 cameras, manufactured by Point Grey Research Inc [19] and are
able to capture images of up to 1288 x 964 pixels resolution transmitted at a frame
rate of 30Hz. They are manufactured using the industrial form factor of similar
analog cameras and their size is exceptionally small. All cameras are equipped
with 6mm lenses, which is equivalent to 34.25mm in the 35mm format, resulting
in a working 61.36° angular field of view. All four cameras are connected through
IEEE 1394b interface to a dedicated master PC, whilst the data transmission is
established with the IEEE 1394b transfer protocol using two Point Grey Research
PCI Express cards.

3.2 Initial 3D model construction

Following the camera calibration and image acquisition steps, the obtained im-
age set is then processed in order to produce the first estimation of the 3D model
of our examined object. Initially, each image is projected into an array of pix-
els and an accurate image thresholding approach is employed to result the first
black-and-white silhouette of each source photograph as shown in Fig. 3. Having
the introductory 2D approximation of the shape of the model consisted of pix-
els, a background subtraction algorithm isolates the object from its background
information. Thereafter, the maximal shape that yields the same silhouettes as
the actual object for all views, the so called Visual Hull [20] of the object, is
approximated. The Visual Hull is the maximum possible shape that can be re-
trieved by the object’s views and is consistent with its respective silhouettes as
seen from any viewpoint in a given region. Once the visual hull of the test object
is created it is then merged with its respective 3D CAD model to further refine
any discrepancies appeared in the surface of the visual hull. The outcome of this
algorithmic step is an initial approximation of the 3D model of the object that
will be used as an input for the OcBlox system, analyzed in the next section.

3.3 Octree decomposition

In order to achieve the assembly of the model, a system heavily inspired by the
OcBlox one, introduced by [16] is used. It also consists of the octree decom-

olelololole
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Fig.3. The everyday objects used as an input for the assembly process and their
respective black-and-white silhouettes.
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Fig. 4. Example of an octree representation.

position technique, the assembly planning and an assembly cell. The proposed
system applies octree decomposition to the 3D visual model in order to convert
it into approximate octree models. The octree decomposition technique results
to hierarchical structure, that subdivides a volume into cubes of varying sizes,
named octants. Among the several cubes a hierarchical tree relationship holds,
whereat, each branch is associated to the relative position of the octant in the
respective parent node. Octants are distinguished as full, empty or boundary,
depending on their relative location in the 3D CAD model: inside, outside or
partially inside, respectively. For maximum approximation, full and boundary
octants are included in the rough model. The final octree is checked against
different criteria, such as the maximum level of decomposition or the minimum
size of octant. By concluding the decomposition process, the list of octants form
an approximate representation of a 3D CAD model. In this system, octant sizes
are limited to particular sizes according to the capability of the manufacturing
process. An example of such an octree representation is depicted in Fig. 4.

3.4 Assembly planning

An assembly cell that is used to build cube-based models is developed as shown
in Fig. 5 comprising:

1. The SCORBOT-ER 9 Pro (5(a)) industrial robot arm with great accuracy of
nominal repeatability of 0.05mm, maximum operation speed: base rotation
140°/sec, shoulder rotation 123°/sec, elbow rotation 140°/sec, wrist pitch
166° /sec, wrist roll 300°/sec and a USB Controller-B with 16 I/O that can
be read and generated via an Advanced Control Language (ACL).

2. A workspace where the configuration of the assembly cell is maintained and
the cubes that constitute the prototype models are stored. (5(b)).

3. Raw material. Solid cubes of 10, 20 and 40 mm, made of wood with texture
additions are used.

4. A camera with frame rate of 25 fps and resolution of 640x480 pixels is also
used to recognize each wooden cube’s coordinates and project them to the
robot arm’s coordinate system.
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(a) The SCORBOT-ER 9
Pro

Fig.5. The robot arm and the workspace used for the assembly cell.

The 3D data extracted from the previous step are the input for the assembly
planning system. Thereafter, an estimation of the quantity and dimensions of the
wooden cubes needed to assemble the real object is calculated. Their respective
coordinates for their correct positioning inside the scene are then computed as
well. The outcome of this process is the assembly instructions for the construction
of the real prototype from the robotic arm.

4 Conclusion

In this paper, a method that performs object assembly using an intelligent vision
network is presented. The proposed procedure is based on a volumetric approach
for the objects reconstruction resulting to an initial 3D model. After the merging
of this 3D model with its 3D CAD design, it can be represented using octree de-
composition technique. The final 3D model prototype is constructed by a block of
solid cubes positioned inside the assembly cell by the robotic arm. An assembly
planning process that generates a sequence of predetermined motions specifies
the exact positions of the cubes. The main contribution of the algorithm is the
ability to reconstruct an ordinary object using only a system of four cameras.
The algorithm is fast, computationally simple and the assembly sequence that
is produced can be translated to any robotic programming language. Besides,
the computational burden is directly linked to the complexity of objects geom-
etry. The proposed technique is applicable to industrial smart manufacturing
systems, to rapid prototyping cells and to standard robotic and machine vision
applications.
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