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Abstract. This paper demonstrates the implementation of Logical Analysis of 
Data (LAD) methodology in the field of prognostics in Condition Based 
Maintenance (CBM). In this paper the LAD classification methodology, based 
on Sensitive Discriminating and Equipartitioning methods for data binarization, 
Mixed Integer Linear Programming (MILP) and Hybrid Greedy methods for 
pattern generation, is used. Using the generated patterns, two methods of calcu-
lating the survival function are introduced. The methodology is applied on 
Prognostics and Health Management Challenge dataset, which is a condition 
monitoring dataset provided by NASA Ames Prognostics Data Repository. The 
results obtained by using LAD methodology, are compared with that obtained 
by using the Proportional Hazards Model (PHM). 

Keywords: Condition Based Maintenance (CBM), Logical Analysis of Data 
(LAD), Prognostics, Condition Monitoring. 

1 Introduction 

Widely applied in maintenance, Condition Based Maintenance (CBM) [1] was intro-
duced in order to use the equipment’s health condition in optimizing or improving the 
maintenance activities. In recent years, many statistical methodologies have been 
introduced to model the relation between equipment’s age and its health condition and 
its failure. Since the statistical assumptions are not always met, new methodologies 
which aim at presenting structural relations between the equipment’s conditional sur-
vival probability and its age and/or health condition are required. 

Logical Analysis of Data (LAD) [2] is a combinatorial optimization and Boolean 
logic based methodology for the analysis of datasets. The aim of LAD is to extract 
knowledge hidden in observations of a dataset in order to detect patterns that lead to 
different classes of observations. A pattern is defined as a conjunction of features or 
indicators’ (Attributes’) values which are found in one class and never in another 
class. A class is a distinct state of equipment. In CBM, an attribute can be the moni-
tored equipment’s age or a health condition of the equipment. Observations are classi-
fied into two classes: observations of failure during the coming period, referred to as 
the Positive Class, and observations of survival at least until the end of the coming 
period, referred to as the Negative Class. A Positive (Negative) Pattern is a conjunc-
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tion of literals that is reflected in one or more of the observations of the positive (neg-
ative) class while not reflected in any of the observations of the negative (positive) 
class. A literal is either a binary attribute or its Negation. The historical data base is 
divided into two sets; the training set and the testing set. LAD constructs the classifi-
cation model based on the given historical dataset, which is called Training Set. Then, 
by using the classification model, it tests the quality or accuracy of this model by 
classifying the other part of the historical dataset, which is called Testing Set. The 
former process is Training Phase, and the latter one is the Testing Phase. 

LAD has been widely applied to the analysis of datasets in different fields. Recent-
ly, it has been used in equipment’s failure diagnostic [3-6], and has proved to be a 
promising technique that gives practical and interpretable results. Herein, our focus is 
on calculation of the probability of failure at a certain future moment, which is the 
prognostic objective of CBM, which has been comparatively untested when using 
LAD. We have extended the LAD methodology to predict the equipment’s chance of 
survival at each observation’s moment, when new observation of the equipment’s 
attributes is available. Unlike the earlier applications of LAD in failure diagnostic, we 
consider both age and the equipment’s condition as LAD’s attributes. 

The paper is structured as follows: Section 2 describes two data binarization meth-
ods and two pattern generation methods. Section 3 introduces two prognostic meth-
ods. Section 4 provides the experimental prognostic results obtained by using LAD 
methodology along with a comparison with those obtained when using PHM. Conclu-
sions are presented in the section 5. 

2 Data Binarization and Pattern Generation 

LAD deals with Boolean attributes, whereas the monitored attributes may appear in 
numerical form (e.g. temperature), nominal form (e.g. color), or ordered form (e.g. 
temperature which can be high, medium or low). Therefore, all the attributes have to 
be converted to a binary format. Binarization transforms each non-binary attribute 
into several binary ones, by comparing attribute’s values to certain thresholds, called 
Cut-Points. In the literature, there are several approaches to define cut-points [7-9], 
among which, we will use Sensitive Discriminating method and Equipartitioning 
method. In the sensitive discriminating method, a cut-point is defined as the average 
of two consecutive attribute’s values, each belonging to a different class. The out-
come cut-point represents a threshold that differentiates between positive and nega-
tive classes. In the equipartitioning method, the cut-points are defined in such a way 
that all the attribute’s values are approximately equally divided into a pre-defined 
number of intervals. 
A pattern discriminates between one or more of the observations of a class from all or 
many of the observations of the opposite class. The basic pattern generation algo-
rithms are mainly based on generating all combinations of literals, and examining 
whether each of the combinations can be considered as a pattern. Recently, some 
heuristic methods have been introduced that require less computational effort while 
providing equivalent performance [10-12]. Among all the proposed pattern generation 
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algorithms, we will use the Mixed Integer Linear Programming (MILP) method and 
Hybrid Greedy method in order to solve the MILP. 

Reference [12] introduced a Mixed Integer Linear Programming to generate opti-
mal Strong Pure patterns. A pattern is strong if the set of observations covered by the 
pattern is not a subset of that covered by any other patterns. A pattern is pure if it does 
not cover any observation from the opposite class. An observation will be considered 
Covered only if all the attributes forming the pattern are reflected in the observation. 
Since the optimality of a strong pattern is measured with respect to its coverage, the 
MILP’s objective is to generate a pattern with the maximum number of covered ob-
servations. By solving the MILP model, a generated pattern doesn’t necessarily cover 
all the observations of its class. So, the model is reconstructed to generate more pat-
terns, up to a point that all the observations are covered by at least one of the generat-
ed patterns. Although each generated pattern differs from previously generated ones, 
yet it might cover some or all of the previously covered observations. In order to 
avoid generating redundant patterns, all the observations that were previously covered 
by the generated patterns will be removed from the training set before reconstructing 
the model. 
Reference [13] introduced two heuristic algorithms, called Bottom-Up and Top-Down, 
to obtain optimal Prime pure patterns. A pattern is prime if removal of any of its liter-
als results in coverage of observations from the opposite class. If the restriction of 
obtaining pure patterns is relaxed, a pattern becomes a combination of literals cover-
ing at least a minimum number of observations of the pattern’s class, and at most a 
maximum number of observations of the opposite class. These two parameters are 
defined by the user, and are called Coverage and Fuzziness parameters, respectively, 
where fuzziness means the maximum number of observation from the opposite class 
that is covered by the pattern.  Obviously, a pure pattern is a better indication of a 
certain class than a pattern that has certain fuzziness. However, this relaxation is fre-
quently used when the separation between classes is difficult.  In order to solve the 
MILP, we use a hybrid greedy method, which is composed of two phases: the bottom-
up phase and the top down phase. If any observation is left uncovered by the end of 
the first phase, the second phase is performed. 

3 Failure Prognostic 

In the following section, we introduce two methods to calculate the conditional sur-
vival probability of the equipment, based on the estimated survival functions using 
Kaplan-Meier (KM) estimation [14]. 

Assume a training set includes 5, 3 and 4 observations corresponding to three piec-
es of equipment of the same type. The observations of equipment one are indicated by 
1-0, 1-1, 1-2, 1-3, 1-4, where the first number means equipment number 1, and the 
second number is the equipment age. This means that equipment one has failed some-
time during the fifth period. Each observation has a health condition attribute corre-
sponding to each observation that is not shown in this example. 1-0, 1-1, 1-2, and 1-3 
are considered negative observations, and 1-4 is considered positive observation. 
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Using MILP positive and negative patterns are generated. For each generated positive 
or negative pattern, the list of its covered observations is presented in Table 1. 

Table 1. List of the generated patterns and covered observations 

We associated to each pattern P, Pattern Conditional Survival Probabilities SPP(i) 
for ∀i ∈{1,2,…,T}, which represent the pattern’s survival estimation of a piece of 
equipment for at least i periods, when the equipment’s observation is covered by the 
pattern. T is the maximum available survival period within training set. T is 5 in the 
example. 

KM estimation of pattern conditional survival probability is defined as the propor-
tion of the number of observations covered by pattern P whose corresponding pieces 
of equipment survived at least i periods after being covered by the pattern, to the total 
number of observations covered by pattern P. 

SPP (i) = #(P∩S;τ > τ 0 + iΔ) #(P∩S;τ > τ 0 )  (1) 
Where S is the set of observations in the training set, and P∩S represents the subset 

of observations in the training set S that are covered by the pattern P.  Function #(N) 
counts the number of members of a set N. τ is the failure time of the corresponding 
equipment, and τ0 is the current age of the corresponding equipment at observation 
moment at which it is covered by pattern P. Δ is the observation period length. 

Table 2 shows KM estimation of the conditional survival probability of the gener-
ated patterns, based on their corresponding covered observations in the Table 1. For 
example, SPP1(1) is equal to 0.333 because P1 covers observations 1-3, 1-4, 3-3 in the 
Table 1, but only observation 1-3 has corresponding equipment (i.e. equipment 1) that 
survives more than one period after being covered by P1. Both corresponding equip-
ment of observation 1-4 and 3-3 have failed during next period, as soon as they were 
covered by P1. 

Table 2. KM estimation of patterns conditional survival probability for the problem 
𝑖∆ 1 2 3 4 

SPP1(i) 0.333 0 0 0 
SPP2(i) 0 0 0 0 
SPN1(i) 0.889 0.667 0.333 0.111 
SPN2(i) 1 0.714 0.428 0.143 

We also defined the Baseline Conditional Survival Probability to indicate time-
based survival function, regardless of the equipment’s condition.  KM estimation of 
the baseline conditional survival probability is calculated as the proportion of the 
number of pieces of equipment that survived at least i periods, to the number of all the 
pieces of equipment in training set. 

SPb(i) = #(E;τ > iΔ) #(E)  (2) 
where E is the set of all pieces of equipment in the training set. Table 3 shows the KM 
estimation of baseline conditional survival probabilities. SPb(3) equal to 0.667 means 
that two out of three pieces of equipment in training set have survived more than 3 
periods.  

+ Pattern Covered Observations - Pattern Covered Observations 
P1 1-3 , 1-4 , 3-3 N1 1-0 , 1-1 , 1-2 , 2-0 , 2-1 , 2-2 , 3-0 , 3-1 , 3-2 
P2 2-2 , 3-3 N2 1-0 , 1-1 , 1-3 , 2-0 , 2-1 , 3-0 , 3-1 



 5 

Table 3. KM estimation of baseline conditional survival probability for the problem 
𝑖∆ 1 2 3 4 

SPb(i) 1 1 0.667 0.333 

By combining both, ( )PSP i  and ( )bSP i for each observation at period i , we in-
troduce two methods to calculate the conditional survival probability of the equipment 
from which a new observation is collected. The first method favors the Pattern Condi-
tional Survival Probability (SPP), while takes into account the Conditional Survival 
Probabilities that were calculated for the equipment previously (SPformer), less weighti-
ly. It also contains the Baseline Conditional Survival Probability (SPb). Defining n as 
the number of patterns that cover an observation, the conditional survival probability 
of the equipment for period i is calculated as follows: 

SPobs (i) =
SPP (i)

P=1

n
∑ + SPb(i)
"
#$

%
&' n+1              , if   t = 0

SPP (i)
P=1

n
∑ + SPformer (i+1)"
#$

%
&' n+1   , if   t > 0

(

)
**

+
*
*

 (3) 

As an example, we assume four consecutive testing observation record for a piece 
of equipment covered by the patterns shown in Table 4. As introduced in eq. (3), the 
conditional survival probabilities of the equipment at different observation moments 
are shown in the Table 4. SPobs(2) for 1-0 is equal to 0.794 because the observation 1-
0 is covered by patterns N1 and N2 for which SPN1(2) and SPN2(2) are equal to 0.667 
and 0.714 respectively (see Table 2), and SPb(2) is equal to 1 (see Table 3). As a re-
sult SPobs(2) for 1-0 is equal to (0.667+0.714+1) / 3 = 0.794. SPformer(1) for 1-1 is also 
equal to 0.794 because its corresponding equipment was formerly predicted to survive 
for at least 2 periods with the probability of 0.794 (SPobs(2) for 1-0 is 0.794). 

Table 4. Conditional survival probabilities of hypothetical equipment at different observation 
moments–the 1st calculation method 

Obs Covering 
Patterns 

Σ SPp(t) SPb(t) SPformer(t) SPobs(t) 
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 

1-0 -N1 , -N2 1.89 1.38 0.76 0.25 1 1 0.67 0.33 - - - - 0.96 0.79 0.48 0.19 
1-1 -N1 , -N2 1.89 1.38 0.76 0.25 - - - - 0.79 0.48 0.19 0 0.89 0.62 0.32 0.08 
1-2 -N1 0.89 0.67 0.33 0.11 - - - - 0.62 0.32 0.08 0 0.76 0.5 0.21 0.06 
1-3 +P1 , +P2 0.33 0 0 0 - - - - 0.5 0.21 0.06 0 0.28 0.07 0.02 0 

The second method also favours the latest observation to older ones, but, it attrib-
utes equal weight for Pattern and Baseline Conditional Survival Probabilities. The 
conditional survival probability of the equipment is calculated as follows: 

SPobs (i) =
SPP (i)

P=1

n
∑"#$

%
&' n   +  SPb(i)

"
#$

%
&'

2                                   , if   t = 0

SPP (i) +  SPformer (i+1)
P=1

n
∑"#$

%
&' n+1  +  SPb(i)

"
#$

%
&'

2    , if   t > 0

(

)
*
*

+
*
*

 (4) 

The conditional survival probabilities of the same testing equipment at different 
observation moments using the latter method are shown in Table 5. SPb(1) for 1-3 is 
equal to 0.5 because one out of two pieces of equipment that have survived more than 
3 periods, has survived more than 4 periods. 
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Table 5. Conditional Survival probabilities of hypothetical equipment at different observation 
moments–the 2nd calculation method 

Obs Covering 
Patterns 

Σ SPp(t) SPb(t) SPformer(t) SPobs(t) 
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 

1-0 -N1 , -N2 1.89 1.38 0.76 0.25 1 1 0.67 0.33 - - - - 0.97 0.85 0.53 0.23 
1-1 -N1 , -N2 1.89 1.38 0.76 0.25 1 0.67 0.33 0 0.85 0.53 0.23 0 0.96 0.65 0.33 0.04 
1-2 -N1 0.89 0.67 0.33 0.11 0.67 0.33 0 0 0.65 0.33 0.04 0 0.72 0.42 0.09 0.03 
1-3 +P1 , +P2 0.33 0 0 0 0.5 0 0 0 0.42 0.09 0.03 0 0.38 0.02 0 0 

4 Experiments 

We applied the LAD methodology on Prognostics and Health Management Challenge 
dataset, a condition monitoring dataset provided by NASA Ames Prognostics Data 
Repository, which we randomly divided to one testing set and 10 training sets. The 
performances of the equipartitioning method and the hybrid greedy method are exam-
ined for 4 and 12 different settings, respectively. We also used the PHM [1] to calcu-
late a survival function in order to compare the different LAD settings’ performances 
with that of the PHM.  

For each observation in the testing set, we calculate the set of conditional probabil-
ity of survival for the future predictable periods. However, this set is not meaningfully 
comparable to its matched pair set provided by other experiments. Therefore, we 
transform the information of the set into a single comparable value, the Mean Residu-
al Life (MRL), so that we can compare performance of different experiments. MRL 
represents the expected value of equipment residual life. The MRL is formulated as 
following [15]:  
MRL = iΔ×P(τ > τ 0 + iΔ τ > τ 0 )i=1

∞

∑       
(5) 

Where P(τ > τ0 + 𝑖∆|τ > τ0) shows the probability of survival for at least i periods, 
knowing that the equipment has not failed until τ0. This conditional probability is the 
conditional survival probability SPobs(i), introduced in this work. So the MRL is for-
mulated in terms of SPobs(i) as follows:  
MRL = iΔ× SPobs (i)i=1

∞

∑
       

(6) 

The measurement compared between different experiments is the absolute value of 
differences between the MRL and the actual Residual Life (RL). Friedman matched-
pair test [16] is used to compare the performance of all Hybrid Greedy methods. The 
best Hybrid Greedy method (coverage>10% and fuzziness=0), then was compared 
with the MILP and PHM methods. Comparison shows that the PHM slightly outper-
forms both LAD methods, while the Hybrid Greedy and MILP methods are not statis-
tically different (see Table 6). However, LAD methods profit from interpretable pat-
terns, and no statistical assumptions. 

Table 6. |MRL - RL|: Hybrid Greedy vs. MILP vs. PHM 
 Hybrid Greedy MILP PHM 

Sensitive Discriminating 3.751 3.811 3.507 + 

Equipartitioning 20 3.748 3.867 3.51 + 

Equipartitioning 30 3.731 3.826 3.509 + 

Equipartitioning 40 3.723 3.801 3.51 + 

Equipartitioning 50 3.728 3.801 3.51 + 

+ Minimum mean value 
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Figure 1 shows the difference between the MRL and the actual RL of one of the 15 
pieces of equipment, in testing set, using the Hybrid Greedy, the MILP, and the PHM 
methods. It shows that the LAD methods underestimate the MRL at the early observa-
tion moments. As time passes, the estimations get closer to the actual RL, and they 
correctly estimate the MRL around the mid-age observation moments. Later, when 
getting closer to the actual failure moment, they overestimate the MRL. The PHM 
method overestimates the MRL by about one period or more. Overestimation grows 
as the equipment approaches to its failure. 

Fig. 1. : Difference between MRL and actual RL using the best Hybrid Greedy, MILP, and 
PHM methods 

 

5 Conclusions 

In this research, we extended the LAD methodology to predict equipment’s condi-
tional probability of survival. Prognostics using LAD methodology were compared 
with that using PHM. Comparison with respect to the accuracy of estimated MRL 
showed that: A conditional survival probability calculation method that equally favors 
the Baseline and Pattern conditional Survival Probability, statistically outperformed 
the one that favours the Pattern conditional Survival Probability. The Hybrid Greedy 
method with the parameters coverage>10% and fuzziness=0, statistically outper-
formed the Hybrid Greedy methods with other parameter settings. The PHM statisti-
cally slightly outperformed both LAD methods, while the LAD methods were not 
significantly different. 

Our results also showed that the PHM method had an optimistic outlook about the 
equipment’s survival. The LAD methods’ outlooks change gradually from pessimistic 
to optimistic, as the equipment health deteriorates over its lifetime. 

 
However, the LAD has the added advantage of generating meaningful patterns that 

can be used as indicators of probable failure. It also has the advantage of being free of 
any statistical assumptions such as the correlation between the attributes, or inde-
pendance of variables. It has no statistical parameters that need to be estimated, and it 
has also been proven [3, 18] that LAD is a robust method that reacts very well to in-
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correct or missing data, which is the case of most real databases. This last property t 
has not been tested with other methods. 
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