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Abstract. Analyzing user patterns in school information systems can be diffi-
cult as several methods (e.g. interviews, surveys, and observations) can be time-
consuming. We propose logfile analysis as a method that offers several ad-
vantages, primarily non-reactive data capture. With logfiles from a school with 
over 100 teachers over a seven month period, we try to get a deeper insight 
about the system’s usage and the interactions between users. The results show 
that three user groups can be identified, classified by the intensity of usage. 
Network graphs helped us to visualize a complex system and helped us to iden-
tify important subjects and categories. Nevertheless, logfiles alone lack in 
providing information giving deeper insights about uses of the system like user 
goals and aims.

Keywords. Data mining; web mining; school information systems; logfile 
analysis.

1 Introduction

School information systems (SIS, see [1]) are increasingly used in schools for teach-
ers to communicate with each other, with pupils and with parents. The systems’ func-
tions include resource planning, groupware, budget and decision support. Most re-
search in this field is concentrated on interactions between teachers and pupils. Em-
pirical studies on uses of learning management systems (especially in higher educa-
tion) have shown interesting results about the teaching and learning process [2, 3].

In contrast, our research focus is the communication between teachers and school 
management (e.g. the principal). The research project “Mediatized organization 
worlds in schools: Schools as translocal network organizations”, funded by the Ger-
man Research Foundation, focuses on the communication between school members 
within school information systems [4]. The central research question goes beyond the 
assumption of one media logic [5] as it tackles the interdependence between media 
change and organizational change in one specific social world. The empirical research 
is based on a triangulation of three methods: participant observation within schools;
group discussion with teachers and senior staff; and logfile analysis of school infor-
mation systems.

This paper will focus on the logfiles of one SIS, used to uncover teachers’ behavior 
within these systems and to discuss the benefits and limits of the method critically.
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2 Logfile analysis

Logfiles have their origin in the technical basis of server-based software systems –
they provide information, problems or errors about the systems and its applications [6,
7]. Programmers use logfiles also for debugging. The term “logfile” is often associat-
ed with webserver logfiles like the Extended Common Logfile Format [8]:

1.2.3.4 - - [25/Aug/2011:12:15:33 +0100] "GET /index.php HTTP/1.1" 200 
23578 - "Webbrowser (System etc.)"

1.2.3.4 - - [25/Aug/2011:12:15:47 +0100] "GET /page2.php HTTP/1.1" 200 
15789 "http://www.domain.com/index.php" "Webbrowser (System etc.)"

Looking at these fictitious logfiles from a webserver (see above), we can identify 
the user by her Internet Protocol (IP) (1.2.3.4) and additionally the Browser-Operating 
System (OS)-combination if multiple users use the same internet connection. If a user 
is identified, one can track the movement within the site because a second last entry
contains the page the user came from, the so-called referer. In the example above, the 
user enters the site at ‘index.php’, stays on the site for 14 seconds and moves on to 
‘page2.php’ by using a hyperlink. These “clicks” are called actions. Using this infor-
mation, we can track movements from all users separately.

Nowadays, marketing [9] and (e-)commerce [10] also use the advantages of ana-
lyzing logfiles using data mining methods [9, 11]. Research tries, for example, to 
identify usage patterns of a website and to take the results as a basis for optimizing 
the website’s structure and to show advertisements. Another aim is to work with au-
tomated recommendation systems [12, 13].

Working with logfiles is summed up under the term web usage mining [14 - 16], a 
subcategory of data mining [17, 18], which aims to transfer existing data mining 
methods to the field of the internet or web. Practically, there are mainly five ways 
used by other researchers to conduct logfile analysis:
1. A descriptive analysis to display which pages of a website are accessed more than 

others and how many users selected a specific function, e.g. the search function
[19]. Many free and commercial logfile tools have these capabilities too.

2. Besides descriptive analysis, logfiles are used to show paths from users or visitors 
through the site. One often-used algorithm here is sequential patterns [20], for ex-
ample [12, 21 - 24].

3. Logfiles are also used to cluster users or visitors into groups. The clusters are 
based on movements or paths through the system.

4. Social network analysis [25 - 27] to display connections between users and/or 
websites are based on the “clickstream”-data [18].

5. Adapting other statistical methods and algorithms (e.g. multilevel analysis) for 
logfile analysis.

In contrast to other methods, logfile analyses have the advantage of being non-
reactive. All information is gathered on the application layer or server layer and not 
registered by the user. Furthermore, the data are stored in a machine-readable format 
and can be used immediately. The main disadvantage, from the researcher’s point of 
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view, is that one has no information about the user’s intentions and goals. Further-
more, there is usually no information about the user itself like gender, age, etc. The 
logfiles themselves only show the users’ behavior within the system. This applies 
especially to the last action within the system as we do not know if the user reached 
her goal or not.

Beside these problems, uses of logfiles can lead to high privacy concerns. The us-
ers normally have no control over the logfiles that are produced by the server or ap-
plication. Therefore, logfiles must be made anonymous by researchers.

3 The School Information System Used

The research project was conducted in two schools in German cities with more 
than 100,000 inhabitants. Each school had more than 100 teachers and more than 
1,000 pupils. The results show the behavior in one of the two schools. The School 
Information System (SIS) was used among the staff to coordinate and communicate 
with each other. It was hosted by an external company and had limited administrative 
effort need in the school. Additionally, it had the advantage that the SIS could be 
accessed not only from inside the school, but also from home.

The SIS offered the following opportunities for the staff to communicate among 
each other:

- Announcements.
- Dates.
- Materials and files.
- Discussions.
The system also offered a Learn Management System (LMS) for teachers and clas-

ses. Users entered the system via a fixed Uniform Resource Locator (URL). Changes 
could also be followed via Really Simple Syndication (RSS)-feeds, dates could be 
subscribed via iCal and therefore be used with Smartphones and extended groupware-
programs (Outlook, iCal for Mac, Mozilla Thunderbird).

The system’s structure was somewhat different from normally-used information 
systems. These tend to use a hierarchical structure like classes within grades or clas-
ses within subjects. This system offered a much flatter system with intense usage of 
categories and keywords. Every item (announcement, date, etc.) could be put in sev-
eral categories and could be tagged. This was especially important for working with 
materials.

Users needed to work with categories and keywords or use the search function to 
find the relevant materials. All materials could only be sorted by name, creation date
and user. This meant that materials had to be tagged to ensure other users could find 
them as scrolling and searching manually was ineffective. So, one material could have 
more than one file.

Announcements did not rely on correct categorizing and tagging as there were not 
many new entries. The overview page (which was similar to the overview page of the 
materials) showed the main information and usually all new entries. Dates were not 
dependent on correct tagging and categorizing either, as the system offered a calendar 



view that showed all dates, ordered by month, week or day. As mentioned above, 
dates could also be accessed with handhelds or Smartphones that also did not rely on 
keywords and categories.

The analyzed logfiles ran from March 2011 to March 2012, with some interrup-
tions, especially with no entries from the end of April 2011 to the middle of June 
2011. We had a total of 120,000 hits during the whole period from 138 users. After 
the deletion of all iCal and RSS accesses and path completions, the sum of hits was 
about 62,000. The 138 unique users had a total of 4,451 visits (a visit defined as a 
sequence of hits from a unique user, ending after 30 minutes of inactivity [28]).

4 Preliminary Outcomes 

We analyzed the logfiles in different ways and took the five afore-mentioned ways 
in section 2 as a basis. At first, we looked at the descriptive statistics of the users and 
their access patterns in the SIS and identified three groups: heavy; medium; and minor 
users. There is a smooth transition between minor and medium users and a bigger gap 
between medium and heavy users (see Figure 1). Minor users have between 0 and 17
visits in the monitored period, and medium users between 18 and 200 visits. Most 
users of the SIS (a total of 138) were classified in the minor group (79), with about 
40% in the medium group (56) and only three users in the heavy users group. We 
assumed that the three heavy users belonged to senior staff. Observations and group 
discussions supported this assumption, but as logfiles were taken anonymously, we 
could not be sure.

Figure 1. Different groups according to visits.

The SIS offers a variety of collaboration options, e.g. announcements, invitations, 
materials and discussions. Materials and dates are accessed most frequently, followed 
by announcements. Teachers accessed the SIS especially from Sunday until Tuesday, 
and slightly less on Wednesdays and Thursdays (see Figure 2).



Figure 2. SIS access by weekday and modules.

After looking at descriptive statistics, we took a deeper look at user patterns within 
the system. Using web mining techniques [17] we transformed the logfiles into real 
clickstream data, which enabled us to follow the navigation from users within the 
system. In detail, we worked with the accessed URL in the logfile and the accessed 
URL in the next line (see the logfile examples above). We used these data to draw 
social networks with items as nodes and actions from one item to another as edges. 
This step offered us several advantages. Firstly, we got an overview of the complex 
system. All accessed items were displayed on the network map arranged using force-
based algorithms [29], which meant that nodes connected through frequently-used 
navigational paths were displayed closer together (and pages containing user infor-
mation were excluded from further analysis). This also implied that we did not recog-
nize any items that were not visited. Secondly, the edges indicated “movement” be-
tween items and showed strong relations between two or more nodes and highlighted
central nodes (gatekeepers). One outcome for example was that tags, groups and 
school subjects (beneath index-pages) were mainly used to navigate through the SIS. 
Within subjects, linked items were also one main source of navigation. Social net-
work analysis software offered the possibility to color the nodes by their type (materi-
al, date, announcement, tag, etc.) and model their size by using visit numbers. This 
meant that thicker nodes had more visits than thinner ones. Using these features, we 
could display this outcome in a very comfortable way.

The network graphics in Figure 3 show the analyzed SIS as a whole. There are 
three eye-catching groups in the upper part of the graph, each one connected to one 
category. These categories are (from left to right): miscellaneous; reports; and confer-



ences. All are mainly linked to dates, some announcements and materials. An-
nouncements and materials are more likely to be accessed than dates. This is no sur-
prise as dates can be viewed in a calendar-like overview. The items themselves are 
mainly linked to the category and not linked among themselves.

In the bottom left are many materials closely connected to each other. Above these 
materials are the two subjects English (bigger) and Spanish (smaller). In contrast to 
the representation of the former three categories, the nodes are overlapping each other 
and are not only linked to the subject itself but also to each other. This indicates that 
the items are closely linked together. The relative big node size is another indicator 
for the higher level of material exchange within these two subjects.

Figure 3. SIS represented as a network graph.



In the middle of the graph more subjects are to be found, but the representation 
does not highlight them. Above English and Spanish is a stronger concentration of 
subjects, which include mainly STEM subjects (science, technology, engineering and 
mathematics). All subjects have connections to materials, categories and keywords, 
but as said before, no subject is eye-catching. But they are connected to some of the 
most accessed materials in the system, which makes it important to take a closer look 
at all subjects, not only English and Spanish.

Figure 4 shows a scatter plot with number of materials per subject and the sum of 
hits of these materials. The plot shows only materials created within the logged peri-
od. Previously-created materials and materials that do not have a direct link to teach-
ing were eliminated. The size of each subject shows the number of different contribu-
tors. The plot shows that English has the most hits (2,300) and the most new materials 
(23). Seven teachers contributed materials to the subject. That is no surprise and was 
already assumed. Spanish, on the other hand, is more interesting. It has the second 
most new materials (15), but only around 500 hits and only three contributors. Social 
science, the subject with the third most materials (8) has 1,500 hits on those materials. 
It has also more contributors (6). Other subjects like mathematics, German, business 
studies and chemistry have all less than five new materials during the period, but 
more accesses than Spanish. One explanation may be that there are more teachers in 
English and STEM subjects than in Spanish. Having only three teachers that are ex-
changing files throughout the system in a language that not many other teachers in 
Germany understand and speak (in contrast to English), means that it may depend on 
a small focus group of these materials. Teachers from other subjects may also not be 
interested in these materials due to the language barrier.

Figure 4. Materials and accesses by subject.



5 Limitations of logfile analysis

In general, logfiles can give researchers a useful view into a system and its usage, 
as shown in the previous section. Their technical background offers some neat ad-
vantages. Firstly, logfiles are already stored in a machine-readable file with a prede-
fined format (e.g. Extended Common Logfile Format). This offers easy data man-
agement and also easy appending of new logfiles. Secondly, logfiles are usually ena-
bled in web-based systems and can easily be adjusted to researchers’ needs. The 
greatest advantage of this method is their non-reactivity. The knowledge of being 
supervised may lead to unusual behavior, but in logfile analysis, the users do not 
know that their actions are monitored.

This leads of course to ethical and privacy concerns. Ethical concerns may be 
solved by informing the users afterwards that they have been monitored and remove 
those users who disagree to the method. Privacy concerns are often connected to pri-
vacy laws, which, for example, prohibit the identification of users. Providers truncate 
IP addresses or identifier fields sometimes in order to fulfill these requirements, 
which may hinder logfile analysis.

But there are three more main disadvantages we discovered in logfile analysis:
1. Combination with other data: Due to privacy laws, users can usually only be 

identified by the IP address (and Browser-OS field) or an extra identifier field. 
These identifiers cannot be combined with additional data like gender, age, posi-
tion, income or the subject in which a teacher gives lessons. Even if users accept 
the combination of different data sources, it may be impossible to do so as they 
usually do not know their internal user identifier or IP address.

2. Identifying significant behavior: The analyzed data had a time span of about 300 
days. There may be the possibility to overlook significant behavior as the 
amount of data is large and significant behavior might not be the most common 
behavior. Additionally, commonly used statistical methods like sequential pat-
terning or cluster analysis try to find common and frequent patterns, not rare or 
unique patterns. This may lead to a mismatch between available methods and re-
search aims. However, the (normal) size of logfiles requires quantitative meth-
ods and cannot be analyzed by manual methods like inspections.

3. User aims: User paths or actions do not automatically reveal user aims. This 
applies especially to the last action of a visit. There is generally no information 
about the aim (the reason for using the system) itself and if the aim was reached 
by the user. All accessed items of a system (e.g. material, date or announcement) 
during a visit may also not indicate what a user was searching for or planning to 
access. The user could just drift through the system or check all new items.

These problems restrict the (scientific) outcome or results of logfile analysis, espe-
cially when working with assumptions and hypotheses. As long as the data cannot be 
combined with more information that reveals the user’s aims for using the system, it 
is not easy to explain more about the usage.



6 Conclusions

Logfile analyses allow the researcher a deep insight into user patterns within a SIS. 
Furthermore, the data collection is easy and non-reactive. Initial results show a diver-
sity of the system’s usage with respect to users, items and actions. To identify these, 
we conducted descriptive analysis and social network analysis.

Currently we are working on a next step, clustering users to profiles. This will help 
to identify typical usage patterns within the SIS. As logfiles are anonymous, this can 
help us identify main actors within the system and help us to eventually diversify the 
above-mentioned three groups. Web usage mining might also help us to better identi-
fy important items within the system. We conducted multilevel analysis [30] to find 
out which characteristics of an item led to higher requests. Results indicate that the 
access to a new item depends on the item itself, its type and (of course) the time 
elapsed since its creation. The user who created the item also plays an important role.

Nevertheless, anonymous logfiles limit us in revealing more about the user aims.
We therefore do not only use logfile analysis to test the hypotheses of our project, but 
also rely on participant observations and group discussions. This combination, for 
example, helped us to gain more information about the teachers’ behavior concerning 
the uploading and accessing of materials of different subjects. During the participant 
observation, we discovered that English teachers are using the system quite often and 
group discussions revealed that one Spanish teacher started uploading materials into 
the SIS and two other teachers followed this behavior during the research period.
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