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Abstract. Reliability and robustness have been always important parameters of 
integrated systems. However, with the emergence of nanotechnologies reliabil-
ity concerns are arising with an alarming pace. The consequence is an increas-
ing demand of techniques that improve yield as well as lifetime reliability of to-
day’s complex integrated systems. It is requested though, that the solutions re-
sult in only minimum penalties on power dissipation and system performance. 
The approach Alternating Module Activation (AMA) offers both extension of 
system lifetime and low increase of power and delay. The essential contribution 
of this work is an analysis to which extent this technique can be improved even 
more. Thereby, components that enable partial concurrent error detection as 
well as Built-in self-test functionality are included. Further, a flow for compari-
son of system’s lifetime on cell-level is presented. Final results indicate an im-
provement of the system’s lifetime of up to 58 % for designs in which the ex-
pected instance lifetime differs by factor 2. 
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1 INTRODUCTION 

CMOS is still the predominating technology for digital designs with no identifiable 
concurrence in the near future. Driving forces of this leadership are the high miniatur-
ization capability and the robustness of CMOS. The latter, though, is decreasing with 
an alarming pace against the background of technologies with sizes at the nanoscale. 
Such technologies, with device dimensions in the range of a few nanometers, suffer 
from an increased susceptibility to different kinds of failures during operation [1]. In 
contrast to previous technology generations, solutions within the manufacturing pro-
cess are not sufficient anymore to deal with these kinds of issues. Accordingly, relia-
bility concerns are not only an issue of manufacturing anymore, but also have to be 
considered in all abstraction layers of the design process. Thereby, three main strate-
gies can be identified: (I) design techniques that detect errors [2], (II) techniques that 
detect and correct errors [3] and (III) those techniques that try to avoid or at least 
prolongate errors [4][5]. As those techniques of strategy (I) require another mecha-
nism to cope with the detected error, they do not increase the expected lifetime of the 
designs as aimed at in this work.  
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We proposed in previous works [6][7] a design technique that relates to strategy 
(III) and combines Sleep Transistors with the idea of modular redundancy to extend 
lifetime reliability of integrated circuits. In this work, we propose how this approach 
can be combined with techniques of strategy (II) to cope with errors as they can final-
ly still occur. 

The remainder of this contribution is organized as follows: section 2 summarizes 
the initial approach while section 3 presents the proposed extensions of the design 
technique. The subsequent section 4 introduces an extended flow on cell-level in or-
der to compare lifetime reliability of integrated circuits. The following section 5 pre-
sents and discusses simulation results before section 6 concludes this work. 

2 Alternating Module Activation 

This section describes the fundamentals of the previously developed approach Al-
ternating Module Activation as well as requirements for the necessary control logic. 

2.1 Basic Idea 

An essential characteristic of power gating with Sleep Transistors [8] is its ability 
to dynamically disconnect the power supply during the runtime of integrated systems. 
Hence, during the disconnected state the gated logic is ideally without any inherent 
currents and voltages, and thus electromagnetic fields. Furthermore, local tempera-
tures are reduced as there is no switching activity present. It should be noted that 
these are key parameters for several lifetime decreasing effects, like electromigration 
[9], gate-oxide breakdown [10], and negative bias temperature instability [11], of 
integrated circuits. Thus, during an idle phase of a gated logic these effects are elimi-
nated or at least strongly reduced. As a consequence, the mean time to failure 
(MTTF), which is the average time that a system operates until it fails, is prolonged 
approximately by the time that the design is in the idle phase. This relation is applied 
by the proposed approach Alternating Module Activation (AMA). Hereby, each gated 
module (i.e. each logic block) is implemented at least two times (see also Fig. 1). 
During the runtime though, only one of these instances is active while the others are 
disconnected from the power supply. Consequently, the resulting ideal mean time to 
failure MTTFʹAMA of a module realized with the proposed approach can be expressed 
by: 

 = ⋅AMA minMTTF' MTTFN  (1) 

where N is the number of redundant instances and MTTFmin is the minimum MTTF 
over all module instances. Equation (3) refers to the ideal case where any additional 
logic is neglected and the gated modules are completely disconnected from the power 
supply.  

It could be shown in previous works [7] that there is a moderate increase in dynam-
ic power dissipation of ca. 6 %, while the leakage and area are roughly doubled.  
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2.2 Control circuitry 

In order to properly work, additional logic is required to multiplex the results from 
the currently active instance to the subsequent module. This is implemented by multi-
plexers that are placed behind the redundant instances as depicted in Fig. 1. Here, a 
simple 2:1 multiplexer is shown to forward the correct signals from the redundant 
instances of the module A to the subsequent module B. 

Commonly, power gated logic requires additional clock cycles before the logic can 
be fully operated again (i.e. wake-up time [8]). Hence, it is not feasible to connect the 
signals controlling the Sleep Transistors (here /Sleep1 and /Sleep2) also directly to the 
multiplexers. Instead, a control signal scheme as shown in Fig. 1 should be applied to 
ensure data consistency. Thereby, it has to be assured that before a transition of the 
multiplexed outputs both instances are active (/Sleep1 and /Sleep2 are logically ‘1’). 

 

 
Fig. 1. The initial AMA approach with two redundant instances, whereas the results of the 
active instance are forwarded by the subsequent multiplexer, and related control signal scheme 

Considering the transition time the mean time to failure MTTFʹʹAMA results to: 

 ( )= ⋅ − ⋅AMA , i i minMTTF'' 1 MTTF     with: MTTF=MTTFtrans iN p  (2) 

with ptrans is the probability that the instance i is in the transition phase but its out-
put is still not forwarded by the multiplexer.  

For a comprehensive investigation, it has to be considered that the lifetime of the 
system also depends on the MTTF of the multiplexers. The multiplexers though are 
realized as transmission gates [6], whereas only one path is active at a time. Thus, the 
impact of failure mechanisms, like gate-oxide breakdown or electromigration [12], is 
also correspondingly smaller. Nevertheless, it is reasonable to apply special design 
strategies for the multiplexers as well, like transistors with thicker gate oxide and 
wider wires. 
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3 Enhanced Alternating Module Activation 

This section proposes extensions of the AMA approach that increase the lifetime in 
case of faultiness of one of the instances. Beside this, error detection capability and 
Built-in self-test (BIST) functionality are added. 

3.1 Partial Concurrent Error Detection 

A missing function of the initial version of the Alternating Module Activation ap-
proach is error detection capability. Hence, it is proposed to add comparators to each 
multiplexer. Its function is the verification that all multiplexer’s inputs have the same 
value, and thus, whether all instances of a module produce equal results (comparator 
C-M in Fig. 2). However, only during the transition phase, i.e. when one instance is 
disconnected from supply while another is connected (see Fig. 1), more than one in-
stance is active at the same time. This presents a limitation as only during this phase 
concurrent error detection (CED) is possible. The intention of this partial CED 
though, is not the identification of transient faults [13]. In contrast, its purpose is the 
detection of permanent faults.  

It is recommended to modify the transition phase in the way that all instances are 
connected for a limited time. Thus, the probability of detection of an error can be 
increased. Considering this change, the mean time to failure MTTFʹEAMA of a module 
results to:  

 ( )= ⋅ − ⋅EAMA minMTTF' 1 MTTFtransN p  (3) 

where ptrans denotes the probability that the instances are in transition phase and its 
outputs are not forwarded by the multiplexer. Consequently, the increase of ptrans re-
duces the time between the occurrence of a permanent failure and its detections.  

3.2 Selective Complete Deactivation Of Instances 

One major drawback of the initial version of the AMA approach is the complete 
function loss if one of the instances fails. Thus, it is proposed to utilize the existence 
of at least two instances of each module. The basic idea is the complete deactivation 
of an instance in case of failure, i.e. the control algorithm stops to consider the defec-
tive instance. This deactivation can pushed so far that the single instance configura-
tion is reached. Thus, the expected life time of the circuit can be increased by the 
difference of the mean time to failure of the instances of each module. Considering 
exclusively the MTTF of the instances of the module the resulting MTTFmod_EAMA can 
be estimated with:  
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Hence, in case of different mean time to failures of the instances the increase 
ΔMTTFmod_EAMA results to: 

 ( )EAMA i i (i-1)
2

MTTF 1 MTTF    with: MTTF MTTF   .
N

trans
i

p
=

∆ = − ⋅ >∑   (5) 

These differences of the MTTF result from variations of process parameters, aber-
rations of layout parameters, on-die temperature distribution, and effects through 
neighboring blocks.  

3.3 Built-In Self-Test for Faulty Instance identification 

Another missing function of the initial approach is the identification of a faulty in-
stance. Hence, it is proposed to add a memory based Built-In Self-Test (BIST) mode. 
Therefore, test input and output vectors for each module have to be generated and 
stored in a memory block whose inputs are multiplexed to the module inputs. Further, 
the outputs of the memory and the module are connected to comparators (see Fig. 2). 
Thus, in case of detection of an error by the partial CED the proposed BIST structure 
can be applied for successive tests of each instance for identification of the faulty one. 

3.4 Final Architecture and Control Scheme 

Fig. 2 shows the final architecture of the extended approach whereas the initial 
blocks are greyed out. For reasons of lifetime extension both kinds of comparators as 
well as the memory can be switched off by Sleep Transistors when it is not needed. 
Fig. 3 depicts the new control structure which is extended by two phases of error de-
tection. As described in subsection 3.1 the partial CED is only active during the tran-
sition phase. Further, the design changes to the BIST mode only in case of the detec-
tion of an error. During that mode the system has to be halted as no correct functional-
ity can be guaranteed. After detection of a faulty instance it is removed from the list 
of possible active instances and the system returns to normal operation. 

4 Technique for MTTF Comparison on Cell-Level 

This section proposes a new technique on cell-level for the comparison of mean 
time to failure of integrated designs. 

 



 
Fig. 2. Structure of Enhanced AMA (blocks of the initial AMA are greyed out)  

4.1 Types of modeling of failure mechanisms 

Several models for individual failure mechanisms within integrated circuits can be 
found in the literature [8][9][12], whereas SPICE simulations are reported as the most 
accurate approach used by circuit designers. However, the accuracy comes together 
with major computational efforts and simulation times, which limits the maximum 
number of elements within an investigation. In contrast, approaches on higher levels 
decrease drastically the effort in computation, allowing the analysis of considerably 
more complex design [14][15]. However, this gain comes with the price of reduced 
accuracy.  

 

 
Fig. 3. Control flow for extended AMA approach, enhanced by an error detection phase during 

module transition and a BIST mode 
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4.2 Cell models for MTTF Comparison 

The proposed approach for modeling of the meant time to failure of integrated de-
signs is an extension of the in [6] presented mixed-signal method. In contrast to the 
solution on SPICE level the new approach applies models on cell-level in which the 
function of the logic cells deteriorates over time. Thereby, the level of degradation is 
parameterized for each cell and bases on results from studies on SPICE level [6]. 
Further, all cells receive an additional input that defines whether the cell is active or 
deactivated. This allows different level of degradation depending on the state of con-
nected Sleep Transistors. 

5 RESULTS OF THE SIMULATIONS 

In this section, the setup of the test environment is presented before the obtained 
simulation results are discussed. 

5.1 Setup of the test environment 

The presented simulation results are based on designs from the ISCAS benchmark 
suite (c1355 and c3450) [15], the ITC99 benchmark suite (b05, b15 and b21) [17], 
and two proprietary designs, i.e. a 32-bit multiplier (mult) and a simple 8-bit MIPS-
like processor (MIPS). The applied library consists of 8 standard cells described as 
VERILOG modules with a hard degradation limit that takes the cell active time into 
consideration. The levels of cell degradation are based on simulation results obtained 
from the test environment presented in [7]. Thereby, all cells were realized in a pre-
dictive 16 nm technology [18] and simulated with the same error models as in [7]. 
Next, all cells were simulated with different parameters for the error models, and with 
connected Sleep Transistors in on- and off-mode. Thereby, the values of the parame-
ters were chosen in a manner that for each cell five different MTTF could be defined. 
The multiplexer are implemented as transmission gates with increased transistor di-
mensions that elevate the MTTF of these components.  

In the current implementation the control circuitry is included in the test environ-
ment and not part of the analyzed designs. In future works several robust design strat-
egies shall be analyzed for these block. The probability that an instance is in a transi-
tion phase without having its outputs forwarded, defined by frequency and length of a 
transition, was set to 1 %. Due to random values for degradation all simulations were 
executed 100 times. Further, the automated duplication of module instances as well as 
the insertion of Sleep Transistors, multiplexer and comparators is done by a tool spe-
cifically written for these tasks.  

The number of redundant instances is limited to two as we consider solutions with 
higher numbers of instances as too costly in terms of area.  



5.2 Results and discussion 

In a first step it was verified whether the results of the initial AMA approach (see 
section 2) can be reproduced in the proposed test environment. Therefore, for each 
design the MTTF of the raw version without any redundant blocks was estimated. 
Subsequently, those designs were modified according to the AMA approach presented 
in section 2. Thus, each design was duplicated and complemented with the multiplex-
er, while the test environment was extended by the related control logic. Further, for 
both experiments the cell degradation models that lead to the longest MTTF were 
chosen. At these simulations, a design was considered as defective with the appear-
ance of the first wrong result at the design outputs. The results presented in Fig. 4 
show that the improvements of the initial approach could be reproduced whereas the 
MTTF could be increased by an average of factor 1.98. 

 
Fig. 4. Increase of Mean Time To Failure (MTTF) of designs realized with the initial AMA 

approach (each module with two instances) compared to the raw versions  

In the next step the proposed extension of the AMA approach (see section 3) was 
analyzed. Initially, the designs were simulated with each module realized as single 
instance and for all five degradation classes of the cells. Next, comparators and a 
memory based BIST were added while the control logic was extended by error verifi-
cation. Then, each modified design was simulated five times whereas the cell degra-
dation models of one instance of each module were varied.  

The results of this analysis are depicted in Fig. 5. Here, the increase of the mean 
time to failure of the extended approach compared to the initial one is shown for vary-
ing relation between the MTTFs of the instances. The depicted curves show the min-
imum, average, and maximum improvement of the system’s MTTF compared to the 
initial approach. It follows that for equal distributed MTTFs of the instances the pro-
posed extension leads only to a negligible increase of expected system lifetime (aver-
age: 1 %). In contrast, already with one group of instances having a 25 % lower mean 
time to failure the system’s MTTF can be increased in average by 8 %. If one group 
of the instances has a MTTF this is by factor 2 shorter the improvement increases up 
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to 51 % (average: 50 %). Hence, it could be shown that the presented approach can 
considerably increase the system lifetime.  

It should be noted that these simulations cannot classify the increase of robustness 
against errors that are not based on temporary degradation but abrupt failures, e.g. 
based on high temperature peaks, extreme overvoltage due to electro-static discharge, 
or infant mortality effects. 

For this analysis we consider a comparison of the MTTF of raw designs with the 
extended version of the approach as not conclusive. This is due to fact that the choice 
for the cell degradation model for the raw versions would be only random.  

 
Fig. 5. Improvement of Mean Time To Failure (MTTF) of extended approach compared to the 
initial approach under variation of relation of instance’s MTTFs (each module with 2 instances) 

6 CONCLUSION 

Integrated circuits realized in nanometer technology are continuously more suscep-
tible to severe failure mechanisms. This alarming development necessitates design 
techniques to improve the lifetime reliability. Hence, the presented work proposes an 
extension of an approach that combines the ideas of Sleep Transistors and modular 
redundancy in a beneficial way. Thereby, the approach aims at increased lifetime 
reliability while the impact on delay and power dissipation is kept to a minimum. Due 
to proposed extensions of this work it is possible to detect permanent errors. Further-
more, the modifications lead to extension of the expected system’s lifetime as faulty 
instances can be identified and disconnected. In order to compare system lifetime, we 
also proposed a modeling technique on cell-level. Finally, simulation results show 
that the proposed improvements of the design approach can extend the system’s Mean 
Time To Failure (MTTF) in average by 52 % if the instance’s MTTF differ by fac-
tor 2. 
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