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Abstract. Attack graphs (AGs) have been widely used for security analysis. The
construction of the graph-based attack models including the AG have been stud-
ied, but the security evaluation considering the full attack paths cannot be com-
puted using existing attack models due to the scalability problem. To solve this,
we propose to use hierarchical attack representation models (HARMs). First, we
formulate key questions that need to be answered to compare the scalability of
existing attack models. We show the scalability of the HARMs via simulations,
by taking into account practical attack scenario based on various network topolo-
gies.
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1 Introduction

Attack models are used to evaluate the security of networked systems and to provide
countermeasures to enhance the security [1–9]. Previous studies showed that the graph-
based attack models (e.g., attack graph (AG) [10], multiple prerequisite graph (MPG)
[11], two-layered attack graph (TLAG) [4]) have a scalability problem if full attack
paths are considered [10–14]. The tree-based attack models (e.g., attack tree (AT) [15],
attack countermeasure tree (ACT) [16]) can be constructed and evaluated in a scalable
manner depending on their structures. Methods to construct tree-based attack models
are described as either decomposition of the attack goal [7], computing min-cuts from
the networked system with an assumed attacker and the target [8], or drawn by security
experts manually. As far as we know, there is no automated generation method that
captures all possible attack paths in tree-based attack models.

There are phases in the lifecycle of the attack models [17]. The pre-processing phase
gathers the network and security information, the construction phase generates the at-
tack model, the evaluation phase processes the security analysis using security metrics,
and the modification phase captures any updated events in the networked system and
modifies the attack model accordingly.

Previous researchers proposed various attack model structures that improved the
scalability in the construction phase, and heuristic methods, such as graph simplifica-
tions, are used to avoid the scalability problem in the evaluation phase [4, 5, 11]. Full
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attack paths contain all possible attack scenarios, and analysing full attack paths can
drive one to find out the optimal security solution. But as far as we know, computing
full attack paths to evaluate the security of networked systems is scoped to small net-
works only, because of the scalability problem. Existing attack models are not scalable
to compute the full attack paths in the networked system, because there are many attack
paths in a general networked system (e.g., a networked system with fully connected
components). Therefore, we require a general solution to the scalability problem for the
attack models.

We proposed hierarchical attack representation models (HARMs) to improve the
scalability problem [17]. Our previous study shows that the HARMs have better or equal
complexities in three phases of the attack models, such as construction, evaluation and
modification, compared with an AG and an AT. It is important that the attack models
are scalable for all network topologies (e.g., mesh, star, complete), so that all types of
the networked systems can be modelled, analysed and secured (e.g., smart grids, sensor
networks, ad hoc networks). However, our previous study only considered the worst
case analysis using the system where nodes are fully connected.

We denote an AG that only represents the network structure (i.e., the full attack
paths information is not expressed) as a simplified AG. The simplified AG representa-
tion is used in the layers of the HARMs, compared with the simplified AG in the phases
of construction and evaluation. The simulation considered different network topologies
and variable number of vulnerabilities to improve the limitations of simulations ob-
served in previous works. We consider the evaluation phase to compute the full attack
paths. The contributions of this paper are:

– To list key questions to compute the scalability, and identify unanswered questions
for existing attack models;

– To simulate the attack model’s construction and evaluation phases, and compare
the scalability considering multiple vulnerabilities and various network topologies
using a practical network system

The rest of the paper is as organised as follows. In Section 2, related work is intro-
duced. In Section 3, the HARMs and existing attack models are compared using five key
questions. Section 4 represents the simulation result, and discussion is given in Section
5. Finally, section 6 concludes this paper.

2 Related Work

Over the last decade, many attack models have been proposed. There are no general
tree-based attack model construction methods that avoid the scalability problem. Hence,
we will consider graph-based attack models to compare the performance in the phases
of attack models. Sheyner [10] used a full attack graph, but it had a scalability problem.
Many researchers presented efficient methods of the AG construction and evaluation.
To improve the efficiency of the attack models, researchers considered improvements
on the full AG [18–20], or proposed new graph-based attack model structures [4,5,11].

Ou et al. [5] used a logical attack graph (LAG), and the construction of the LAG
can be done in a time of polynomial complexity. However, evaluation method and its
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complexity analysis are not mentioned. The simulation for the construction phase as-
sumed that each host has same vulnerabilities, but in real systems we can expect various
number of vulnerabilities for different hosts with different services and applications.
Moreover, exploiting vulnerability does not necessarily give the root privilege, as as-
sumed in their work. Ingols et al. [11] used a predictive graph to avoid the scalability
problem of the AG. Later, they proposed a multiple prerequisite graph (MPG), more
scalable than the predictive graph. They reported the scalability of the MPG has the
size complexity of O(nlogn), where n is the number of hosts in the networked system.
They used heuristic methods to simply the MPG to evaluate the network security. A di-
rect attack was used for the attack scenario in the simulation. Although they used more
than one type of vulnerabilities, the number of vulnerabilities was fixed. Xie et al. [4]
used a two-layer attack graph (TLAG), where the upper layer captured the host reacha-
bility, and the lower layer captured the vulnerability information. There are similarities
between the HARMs and the TLAG, but the TLAG stores the lower level information
in each edge (i.e., construct the vulnerability attack graph between host pairs), but the
HARMs store the lower level information in each host. As a result, less memory space
is required for the HARMs than the TLAG, as well as construction and evaluation times
in general. The network structure was described, but the simulation did not perform the
scalability test, and the vulnerability information was not given.

We compare the structure of the HARMs, which are designed to use any attack mod-
els in their layers, with simplified AG, LAG, MPG, and TLAG in terms of scalability
by taking into account the worst case performance.

3 Model Comparisons

Existing attack models and their studies lack in comparative studies to show how
well their models scale in various environments and attack scenarios. We listed five key
questions to compare the scalability of attack models:

Q1 Was the computational complexity analysis performed?
Q2 Compared against other attack models?
Q3 Different network topologies have been considered?
Q4 The Effect of variable number of vulnerabilities for hosts is considered?
Q5 Different types of vulnerabilities (user/root) are considered?

To compare the scalability of the HARMs, we will consider different graph-based
attack models (simplified AG, LAG, MPG, and TLAG) and compare their scalability
in the construction and the evaluation phase by inspecting their model structures and
features. We assume the reachability information is given as in [11]. Also, we assume
that other information (e.g., credentials, interfaces, ports) is abstracted in the attack
model, as they are linearly proportional to the number of hosts and vulnerabilities. The
HARMs will consider the simplified AG model in both the upper and the lower layer. In
the evaluation phase, we will consider the calculation of the full attack paths. We will
only consider the number of hosts and vulnerabilities of each attack model to compare
the scalability, because they are the major variable factors for the scalability among
many others.
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3.1 The Construction Phase

Studies on existing attack models have failed to answer some of the key questions
when analysing the scalability of attack models. The answers for the key questions
considering the construction phase are given in Table 1. Moreover, the corresponding
attack model is required to be modified if there is a change in a networked system. The
existing attack models that are not in a hierarchical representation require inspecting
all attack model components to make modifications accordingly. However, attack mod-
els using the hierarchical representation (e.g., the HARMs and the TLAG) may apply
modifications in the required layer only.

Table 1. Studies covered for the construction phase

Attack models TLAG [4] LAG [5] MPG [11] HARMs [17]

Q1 Yes Yes Yes Yes
Q2 No Yes Yes Yes
Q3 No Yes No Yes
Q4 No Yes No Yes
Q5 No No Yes Yes

The construction phase of the attack model is required to retrieve the network in-
formation and connecting the network components specific to the attack model require-
ments (e.g., connecting a vulnerability node to its subsequent vulnerabilities or hosts
based on the reachability, application and port information). We assume that the vulner-
abilities of each host can be exploited based on the reachability information only. The
analysis is focused on answering the key questions, and identifying key features of each
attack model.

The construction of the full AG requires the calculation of full attack paths in the
construction phase, which has a scalability problem that is impractical for a large (sized)
networked system [12]. Instead, a simplified AG can be constructed, which is a simpli-
fied version of the full AG that only captures the network properties. There are other
simplified versions of the full AG, which are modified to fit their usage [21]. The
connections between vulnerabilities and hosts are independent in the simplified AG,
so there are more edges in the simplified AG than the HARMs. However, the com-
putational complexity of the construction phase of simplified AG and the HARMs is
equivalent [17].

The LAG has a construction complexity of O(δN), where N is the number of hosts
in the networked system and δ is the time to find the host in the lookup table [5].
However, they assumed all vulnerabilities are the same (remote to exploits). Since each
derivation node is an AND node, repeated nodes are required for each exploit if there
are multiple sources it could be exploited from. If we allow the derivation nodes to be
OR nodes, the number of repeated nodes will be reduced.

The MPG graph has the number of components linearly proportional to the num-
ber of hosts and vulnerabilities in the networked system [11]. Their performance in
the simulation showed almost linear relationship between the computational time and
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the number of hosts. Also, they use prerequisite nodes in the model. This reduces the
number of independent connections between hosts and vulnerabilities. But in the worst
case, there will only be a single reachability group without the number of edges re-
duced. Moreover, they reported that even after 99% reduction in the graph size, they
still had a problem representing the MPG because of complex relationship between
hosts and vulnerabilities. In work [6], they described the client-side attacks using the
reverse reachability calculations as an additional function.

The TLAG divides the network into two layers, where the upper layer captured the
host reachability and the lower layer captured the vulnerability information between
each host pair [4]. The main representation is simplified AG for both the upper and the
lower layer. The analysis on the computational cost was given as O(n2), where n is the
number of hosts in the network. The number of vulnerabilities is not assessed in the
complexity analysis. They assumed that only the user level access is enough to com-
promise the host, and they did not take into account super-user (i.e., the root privilege).
The lower level construction is based on host pairs. If the network consists of many
edges between hosts, then the number of lower layer models increases proportional to
the number of edges, which can be up to O(n2) number of edges. However, if the lower
layer models in the TLAG are identical between different host pairs, they can share the
same lower layer model. In the optimal case, where a host will have the same exploit
sequence from any source, the number of lower layer models is linearly proportional to
the number of hosts in the TLAG. Only the optimal case will show the same number
of lower layer models with the HARMs. However, the TLAG requires that every edge
has a reference to its lower layer information, whereas the HARMs only require the
reachability information.

3.2 The Evaluation Phase

The evaluation process is a critical part in the security analysis, but due to the
structural design, some attack models lack in efficient security analysis (e.g., scalabil-
ity problem). Studies on existing attack models only answered a few of key questions
listed. This is shown in Table 2.

Table 2. Studies covered for the evaluation phase

Attack models TLAG [4] LAG [5] MPG [11] HARMs [17]

Q1 Yes No Estimated Yes
Q2 No No Yes Yes
Q3 No No No Yes
Q4 No No No Yes
Q5 No No Yes Yes

We consider the evaluation phase to compute the full attack paths (i.e., all possible
attack sequences). Existing attack models use simplifications and heuristic methods
(e.g., graph simplification [11]) to evaluate the network security, but they only consider
specific attack scenarios and subset of all possible attacks. Matrix evaluation can be
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used to compute the overall security of the networked system, but it lacks in detailed
analysis of the individual attack path. To improve these limitations, we compute the full
attack paths.

Security analysis using the LAG is not available [5]. We estimate the evaluation
complexity for the LAG is equivalent to the simplified AG, because each fact node (or
also known as a host node with a given privilege) makes an independent connection
to derivation nodes (or also known as vulnerability nodes). The number of paths from
each fact node increases exponentially as the number of choices increases in the attack
path, which are the same characteristics found in the simplified AG.

The evaluation of the MPG is to simplify the graph, then analyse the security. The
evaluation complexity is estimated from the trend observed in their simulation. How-
ever, we will consider computing the full attack paths. The number of edges in the
MPG depends on the number of reachability groups. If we consider the worst case (i.e.,
a complete graph), the performance of the MPG is equivalent to the simplified AG with
a single prerequisite node (i.e., a single reachability group). If there are multiple pre-
requisite nodes, then connections between hosts and vulnerabilities are grouped by the
prerequisite nodes, and it reduces the complexity in the evaluation. The optimal num-
ber of reachability groups is not analysed. Their analysis or simulation did not consider
different network topologies or variable number of vulnerabilities.

The evaluation of the TLAG considered the overall security using the probability
of an attack. But this evaluation method lacks in assessing different attack paths and
their effects. The number of host-pair attack graphs (i.e., lower layer information) was
not linearly proportional to the number of hosts. The analysis did not consider different
network topologies, variable number of vulnerabilities in their analyses and simulations,
and vulnerabilities giving different privileges when exploited.

The evaluation of the HARMs was obtained using the simplified AG in both the
upper and the lower layer, but we observe that the computational complexity in both
construction and evaluation phase have improved in comparison to the simplified AG.
The improvements achieved using the HARMs compared with the simplified AG will
be shown in the next section.

4 Simulation Result

The HARMs improve the efficiency of the attack model by reducing the number
of independent connections between hosts and vulnerabilities. We investigate the im-
provements achieved using the HARMs through simulations. Our simulation setup used
identical hosts, so that the scalability of the HARMs and the TLAG will be identical.
We will consider a network with heterogeneous nodes in our future work to compare
the scalability of the HARMs and TLAG.

The result of the simulation must be credible using appropriate quantification meth-
ods. For our simulations, we used an automated network simulation tool named Akaroa2,
which produces credible stochastic simulation results with statistical analysis [22, 23].
All simulation results were obtained with the confidence level of 0.95, and the relative
error of 0.05. The simulation program was coded using Python, and it was conducted in
a Linux environment with Intel(R) Core2 Quad CPU 2.66GHz with 3.24GB of RAM.
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4.1 A Practical Network Structure

In our previous study [17], we considered a fully connected system for the com-
plexity analysis. The attack scenario used in the simulation is similar to that in the
experiment conducted by Ingols et al. [11]. The networked system used in the simu-
lation is shown in Figure 1. A network in our simulation setup used four sites, with
each site consisting of five DMZ hosts, five administrative LAN hosts, and ten internal
subnets. Each subnet has a bus topology to connect all hosts. The port information and
the firewall rules are abstracted. We assigned ten remote-to-other vulnerabilities to half
of hosts in each subnet, and the other half with one remote-to-root and nine remote-
to-other vulnerabilities. The attack scenario was to compromise a host in the DMZ, an
administrative LAN host, and all hosts in the network that has a remote-to-root vulnera-
bility. Hosts that were not directly reachable from the attacker were compromised using
other hosts as a stepping stones. The number of hosts in each subnet was increased to
compare the scalability between the simplified AG and the HARMs. The scalability
comparison is shown in Figure 2 for construction, and 3 for evaluation.

Internet

DMZ 1

LAN Admin 1

Firewall 1

Internal 1

10 subnets

DMZ 2

LAN Admin 2
Firewall 2

Internal 2

10 subnets

DMZ 3

LAN Admin 3
Firewall 3

Internal 3

10 subnets

DMZ 4

LAN Admin 4
Firewall 4

Internal 4

10 subnets

Attacker

Fig. 1. A Networked System Configuration for Simulation

Figure 2 shows the performances of the simplified AG and the HARMs in the con-
struction phase. Only Ingols et al. [11] and our work considered different types of vul-
nerabilities in the simulation. The simulation result shows that the number of edges
in the simplified AG increases more rapidly than the HARMs. However, construction
times for the simplified AG and the HARMs do not have a significant difference. This
indicates that the number of edges has a little influence on the construction time. Both
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Fig. 2. A Comparison between AG and HARMs in the Construction Phase

attack models have linear growth of the edge numbers, but the number of edges for the
HARMs was always less than that of the simplified AG.

The trend observed from the simulation is comparable with the simulation result of
the MPG [11]. The time comparison shows that the time for the evaluation increases
rapidly for the simplified AG, but almost linearly does for the HARMs as shown in Fig-
ure 3(b). In contrast, the number of nodes computed in the HARMs is much greater than
that of the simplified AG. The simplified AG constructs the attack paths using vulner-
ability sequences only, but the HARMs also analyse the sequence of hosts. Therefore,
we require extra space of memory to store the information.
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Fig. 3. A Comparison between AG and HARMs in the Evaluation Phase

4.2 Network Topologies and Vulnerabilities

We use various network topologies and variable number of vulnerabilities in our
second simulation and compare it with the performance of the simplified AG. We in-
corporate bus, ring, and star topologies to connect hosts in each internal network, and
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the number of vulnerabilities for each host is varied from 10 to 150. The number of
hosts is fixed at 1200 when simulating the variable number of vulnerabilities. The same
network structure was used, but the goal of the attack is to compromise a single host
selected in the last subnet in the internal network (e.g., a host in the 10th subnet in each
internal networks). The bridging hosts (i.e., head hosts that connect to other subnets)
are not selected as the target host. In order to simulate different topologies, we assigned
a single vulnerability to each host that is enough to gain the root access.
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Fig. 4. Scalability Difference of Network Topologies in the Evaluation Phase

The simulation of different topologies is shown in Figure 4. Since the construction
of the HARMs and the simplified AG is similar, we compare the different performance
observed in the evaluation phase. The construction of the full path topology was com-
putable, but the evaluation of the full path topology suffered from the scalability prob-
lem in the evaluation phase, where the evaluation of 400 hosts reached to the time out
(i.e., it took longer than three hours). However, we observe that the simplified AG is
slower than the HARMs when all topologies are taken into account significantly.

The simulation of varying the number of vulnerabilities is shown in Figure 5. The
number of hosts was fixed at 1200. The fully connected topology for both attack models
could not be evaluated for 1200 hosts. In addition, the ring topology for the simplified
AG reached to the time out during the simulation (i.e., it took longer than three hours to
evaluate). The comparison in the evaluation phase shows that as the number of vulnera-
bilities increase, the growth rate of the simplified AG is much greater than the HARMs
for all network topologies. The trend for the simplified AG showed a quadratic increase,
whereas the trend for the HARMs showed a linear increase in time. The slopes are al-
most linear for all topologies of HARMs, indicating the number of vulnerabilities is
also a constant factor in the evaluation phase.

We simulated the performance of the simplified AG and the HARMs considering
practical attack scenarios, various network topologies and variable number of vulnera-
bilities. Both attack models were built and analysed using the same networked system
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Fig. 5. Scalability Difference with Varying Number of Vulnerabilities

in the simulation. The same method to construct the attack model was applied to both
the simplified AG and the HARMs, and the result shows that the time measurement for
the construction phase is similar. The same algorithm was used to compute the full at-
tack paths, but we observe that the HARMs improved the performance in the evaluation
phase dramatically.

5 Discussion

The efficiency of the HARMs is shown through comparisons with existing attack
models and simulations. We listed some key questions to compare the scalability of
attack models. The simulation shows that the scalability of the HARMs, and was com-
pared with the simplified AG to show the efficiency of the HARMs in the construction
and the evaluation phases. However, to improve the usability of the HARMs, we must
consider the modification phase in case of update events in the networked system.

5.1 Scalability of attack model phases

The simplified AG suffered the scalability problem due to independent connections
between the model components. The representation of the simplified AG had more
edges compared with the HARMs. The number of nodes was the same, but the number
of edges was greater in the simplified AG. However, the construction time shows that
there is only a little difference between the HARMs and the simplified AG.

A few existing attack models compared the performance against the simplified AG
in the construction and the evaluation phases. None of the attack models considered an
update event in the networked system, and how their models are updated. The similarity
between the simplified AG, LAG, and the MPG is that they are represented as a single
layer in an attack model. Those attack models suffer from a scalability problem in the
representation, and also the modification may affect all nodes in the attack model in
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the worst case. However, hierarchical models, such as the HARMs and the TLAG, have
less structural changes as they have less relationship between nodes than attack models
that are represented in a single layer. In addition, the HARMs have fewer components
to update, because the TLAG has higher number of lower layer models.

5.2 Network Structure and Attack Scenarios

There are many different network structures and types threatened by cyber attacks.
The worst case complexity defines the upper bound performance for the HARMs. We
have built two different attack scenarios to compare the scalability of the HARMs and
the simplified AG through simulations. The first attack scenario covered a practical
network structure. The attack scenario was simulated, and the result shows that the per-
formances of both the HARMs and the simplified AG are much better than the defined
complexities. However, the improvements observed are proportional to their theoretical
complexities. Thus, the complexity measurements are good indicators to estimate the
performance of the HARMs. The efficiency of the HARMs is shown in the evaluation
phase, where the HARMs outperform the simplified AG. The simulation study showed
a clear benefit of using the HARMs.

The second simulation compares the scalability of different network topologies,
and how much the scalability is affected when the number of vulnerabilities increased.
The results were comparable with some of the existing attack models and their anal-
yses [5, 11]. The comparison between the HARMs and the simplified AG shows the
performance of the HARMs was always better than the simplified AG. The quadratic
growth trend of the simplified AG in the evaluation phase was comparable against the
HARMs, where the growth trend was almost linear. However, we only considered a sin-
gle network topology for each simulation. The networked system consists of different
network topologies, but this is not modelled in our study. To accurately measure the
expected performance of the networked system and its attack models, combinations of
network topologies need to be modelled and simulated.

The variation of vulnerabilities affected the simplified AG significantly, showing
an almost exponential growth in the evaluation phase. However, the HARMs showed a
linear growth of the evaluation time, which is practically computable for a large number
of vulnerabilities. Because the underlying algorithms are the same (e.g., construction
algorithm, full path search algorithm), the improvement of scalability comes from the
structural advantages of the HARMs.

The performance between the HARMs and the TLAG is not compared in the simu-
lation because identical hosts were used. A network with homogeneous hosts will result
in HARMs and TLAG having the same number of upper and the lower layer compo-
nents. A further comparison is required using a network with heterogeneous hosts to
distinguish the HARMs and the TLAG performances.

Since our focus was on comparing the scalability of current attack representation
models, we have not considered a real system because we have assumed that the com-
plexity in each host is linearly proportional to the number of hosts (i.e., a constant
factor). However, the complexities in real systems are difficult to represent in a simu-
lation, and various network protocols and services may affect how the network traffic
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flows, such that considering the time in the security analysis may vary the result. We
will consider a real system in our future works.

5.3 The Simplified AG and the HARMs

The simulation demonstrated the improvements of existing attack models using the
same underlying attack model and algorithms. The time measurement for the construc-
tion phase was similar, but the simplified AG showed that it created more edges than the
HARMs. Consequently, the performance of the evaluation phase shows that the evalua-
tion time for the simplified AG has increased more rapidly compared with the HARMs,
where the growth of the HARMs evaluation time was almost linear. The underlying al-
gorithm to compute the attack paths was the same, but we observe that the performance
of the HARMs is more efficient than the simplified AG. The structure of the HARMs
reduces the total number of edges in the attack model, so we require fewer computations
during the evaluation phase.

In the evaluation process, the number of nodes used in the computations was cap-
tured in the simulation. The simulation showed that the number of nodes in the HARMs
is greater than the simplified AG, because the upper layer components of the HARMs
are also evaluated. As a result, more memory space is required for the HARMs. How-
ever, if we allocate the memory space efficiently (e.g., by freeing spaces used by the
lower layer calculations when finished), we can reduce the extra memory required by
the HARMs. Also, if the lower layer information has been changed, only the lower
layer calculations are affected. As a result, the complexity of the HARMs is not largely
affected. In contrast, the evaluation time for the simplified AG may fluctuate depending
on the changes in the lower layer. In addition, we observed that the number of nodes
is only one of the factors that affect the time complexity in the evaluation phase. The
clustering of nodes can reduce the time complexity dramatically, as shown in the simu-
lation.

6 Conclusion

Attack models have evolved over the last decade to evaluate the network security.
They can also provide countermeasures to enhance the security. The major hurdle of
evaluating the network security considering the full attack paths is the scalability prob-
lem, where the number of possible attack scenarios grows exponentially as the number
of hosts and vulnerabilities increase. Improvements to the full AG have been developed,
and new types of attack models (e.g., LAG, MPG and TLAG) have been proposed to
address the scalability problem. The HARMs are described and compared with some of
the existing attack models to show the scalability improvements.

The efficiency of the HARMs is demonstrated through the simulation, where the
underlying algorithms and models were the same to evaluate the full attack paths, but
we observe that the performance of the HARMs was better than the simplified AG
in the simulation. Moreover, the HARMs have better performance than computational
complexities when a practical network scenario is considered.
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