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Abstract

A key derivation function is used to generate one or more cryptographic keys
from a private (secret) input value. This paper proposes a new method for con-
structing a generic stream cipher based key derivation function. We show that our
proposed key derivation function based on stream ciphers is secure if the under-
lying stream cipher is secure. We simulate instances of this stream cipher based
key derivation function using three eStream finalist: Trivium, Sosemanuk and
Rabbit. The simulation results show these stream cipher based key derivation
functions offer efficiency advantages over the more commonly used key derivation
functions based on block ciphers and hash functions.
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1 Introduction

A key derivation function (KDF ) is a basic component of a cryptographic system.
It is used to generate one or more cryptographic keys from a private input string;
such as a password, Diffie-Hellman (DH) shared secret or non-uniformly random
source material [12,13,16,24]. The derived cryptographic keys are then used for
maintaining information security and protecting electronic data when it is stored
or transmitted. To prevent an adversary gaining any useful information about
the private string, it is essential that the cryptographic keys generated by the
KDF are computationally indistinguishable from a binary random string [15].
That is, given a binary string the adversary may not be able to distinguish
whether the string is the cryptographic key generated by the KDF or a random
string of the same length.

For KDF s, the inputs consist of a private string and a public string. The
public string consists of a random string or a concatenation of counter, session
identifier or the identities of communicating parties. Where the cryptographic
keys are obtained directly from the inputs without any intermediate step, this
is refered to as a single phase KDF (see for example [1,7,14,23]). A more recent
KDF design trend is the two phase KDF [9,15], where the phases consist of an
extractor and an expander. The inputs to the extractor are the private string
and a non-secret random string, while the inputs to the expander are the output
from the extractor and the context information. In this design, the extractor and
expander are two independent sub-functions, which can be designed and analysed
separately. This permits mixing and matching of different types of extractor and



expander functions to form good extract-then-expand KDF proposals, in terms
of both security and/or performance.

Many existing KDF proposals (both single and two phase) are composed
using either hash functions or block ciphers. Both hash functions and block
ciphers divide the input into a series of equal-sized blocks, with some padding
necessary if the last block input is not of the appropriate length. The input blocks
are processed in sequence with a one-way compression function, and the output
is a fixed block size. A KDF should be able to generate cryptographic keys of
arbitrary length. Where the required length is not a multiple of the output block
size, modification is necessary. Generally, the approach is to produce multiple
output blocks until the required length has been obtained and to discard any
bits in excess of the required length. This may be regarded as wasteful.

KDF s are widely used in Internet protocols [12,13,16,24]. Mobile devices like
smartphones are increasingly used to access the Internet. These devices have low
processing power, so efficiency is important. There is increasing interest in the
design of more efficient KDF s for use in mobile devices or similar applications.

Stream ciphers are often used for encryption in resource constrained devices
due to their speed and simplicity of implementation in hardware. Hash func-
tions and block ciphers are often slower and require more resources than stream
ciphers. Thus, a KDF based on stream ciphers may provide a more efficient
alternative to the current block cipher or hash function based KDF s.

This paper proposes a new secure and efficient KDF based on the keystream
generator of a stream cipher. We refer to this proposal as SCKDF . We present a
generic model for a stream cipher based KDF which is secure if the underlying
stream cipher is secure. We implement this generic SCKDF for three stream
ciphers proposals: Trivium [6], Sosemanuk [4] and Rabbit [5]. The results show
that the SCKDF is executes faster compared to existing KDF s based on hash
functions and block ciphers.

This paper is organized as follows. We provide our notation and some back-
ground information on KDF s in Section 2. Section 3 reviews the properties
of keystream generators. Our new proposal, a generic SCKDF , is presented in
Section 4. The security proof for this construction is given in Section 5. Per-
formance measurements to permit comparison of stream cipher, block cipher
and hash function based KDF s for common applications scenarios are given in
Section 6.

2 Backgroud for KDFs

Before we present the formal definition of a key derivation function, we recall
the notion of min-entropy, as presented in [15].

Definition 1 (min-entropy)[15]. A probability distribution X has min-entropy
(at least) m if for all a in the support of X and for random variable X drawn
according to X , Prob(X=a) ≤ 2−m.

In our case, X is the random variable represented by the private string and X
is the probability distribution for possible values of X.



Definition 2 (Key derivation function). A key derivation function is defined
as: K ← KDF (p, s, c, n), where

– p is a private string, which is chosen from the space of all possible private
strings PSPACE. We denote the length of p as pl.

– s is a salt, a public random string chosen from the salt space SSPACE. We
denote the length of s as sl;

– c is a public context string chosen from a context space CSPACE. The length
of c is cl.

– n is a positive integer that indicates the number of bits to be produced by the
KDF ;

– K is the derived n bit cryptographic key.

The basic operation of a KDF is to transform the secret p and the public inputs
(s and/or c) into an n bit string which can be used as a cryptographic key.

Note that all inputs are publicly known, except for the private string p. The salt is
uniformly random and is used to create a large set of possible keys corresponding
to a given p [23]. Context information is arbitrary but application specific data;
for example, a session identifier or the identities of communicating parties [2,3].
Similar definition are used in other KDF proposals. See for example [1,7,14,23,9]
and [15].

Definition 3 A KDF function is called (t, q, ε)m-entropy secure if it is (t, q, ε)-
secure with respect to all (computational)m-entropy sources, where the derived
cryptographic key of the KDF from m-entropy sources is computationally indis-
tinguishable from a binary random string. That is, when the adversary is given
a limited number of queries (q in total) to polynomial time algorithm t, the ad-
versary can distinguish between the cryptographic key derived from the KDF or
a random string of the same length with negligible probability ε[15].

2.1 Single Phase KDFs

A single phase KDF uses a pseudorandom function that takes the private input
and public inputs and transforms these inputs directly into one or more variable
length computationally indistinguishable cryptographic keys. Figure 1 depicts a
single phase KDF .

Fig. 1. Single phase model for KDFs.



Definition 4 (Single phase KDF). A KDF is a function of F : {0, 1}pl ×
{0, 1}sl × {0, 1}cl → {0, 1}∗ from a set p ∈R PSPACE mapping to an arbi-
trary length of string {0, 1}∗. The string should be indistinguishable from random
strings of the same length in polynomial time.

2.2 Two Phase KDFs

A two phase KDF is the composition of two subfunctions: an extractor (Ext)
and an expander (Exp). Note that the output of the extractor is an input to the
expander as shown in Figure 2. The typical construction of a two-phase KDF
is: KDF (p, s, c, n) = Exp ({Ext (p , s)}, c, n). We discuss each phase below.

Fig. 2. Extract-then-expand model for KDFs.

Extractor The aim of the extractor is to transform the private input p into
close to uniformly random output, which we denote as PRK . In this research,
we generate the PRK from p using a computational extractor.

Definition 5 (Computational extractor)[15]. Let PSPACE and SSPACE be set
spaces of {0, 1}pl and {0, 1}sl respectively. A function Ext : {0, 1}pl×{0, 1}sl →
{0, 1}kl is called a (tX , εX)-computational extractor if an adversary A running in
polynomial time tX can distinguish between PRK (derived from p) or a random
string of the same length, with probability not larger than ( 1

2 +εX) where p is cho-
sen from {0, 1}pl and s chosen from {0, 1}sl. If Ext is a (tX , εX)-computational
extractor with min-entropy m we call it a (m, tX , εX)-computational extractor.

Expander The expander takes the arbitrary length output from the extractor
phase, PRK , as an input together with other public input material (context
information) and generates one or more arbitrary length computationally indis-
tinguishable cryptographic key(s).

Definition 6 (Expander)[15]. An expander is a (tY , qY , εY )-secure variable-
length-output pseudorandom function family if an adversary A running in poly-
nomial time tY and making at most qY queries to the expander can distinguish
the cryptographic key is generated by the expander or a random string of the
same length with probability not larger than ( 1

2 + εY ).



2.3 The Security of KDF

The major security goal for a KDF is that the cryptographic keys generated
by the KDF are indistinguishable from truly random binary strings of the same
length, even when the public inputs are provided to the adversary. We follow the
approach of Krawczyk [15] and define the KDF security through a distinguishing
game played between a challenger C and an adversary A in polynomial time
algorithm t. The KDF is considered secure if no A can win the distinguishing
game with probability significantly greater than the probability of winning by
guessing randomly.

The game runs in three major stages: the learning stage, the challenge stage
and the adaptive stage as shown in Table 1. During the learning stage, A is
allowed to interact with C to demand cryptographic keys corresponding to A’s
choice of public input c with p and s chosen by C. In this game, p is secret
known only to C, while s is known by A. At the challenge stage, A is provided a
challenge output K ′. After receiving the challenge output, A is in the adaptive
stage. A can continue the same process as in the learning stage, subject to the
choice of public input (c) being different from the public input chosen in the
challenge stage. Lastly, A has to distinguish whether the challenge output is the
derived cryptographic key from the KDF or just a random string. We describe
a KDF for which A cannot win this game with the probability not larger than
( 1
2 + ε) as CCS-secure.

Definition 7 (CCS-secure) The KDF is (t, q, ε) CCS-secure if for all proba-
bilistic polynomial-time t adversaries A can make at most q < |CSPACE | queries
to the KDF who can win the following indistinguishability game with probability
not larger than ( 1

2 + ε).

Learning 1. C chooses p← PSPACE .

stage 2. C chooses s
R← SSPACE .

3. A is provided with the value s.
4. For i = 1, . . . , q′ ≤ q, (4.1) A chooses ci ← CSPACE .

(4.2) C computes Ki = F (p, s, ci, n).
(4.3)A is provided the derived cryptographic key, Ki.

Challenge 1. A chooses c← CSPACE
stage (subject to restriction ctx /∈ ci, . . . , c′q).

2. C chooses b
R←{0, 1}. (2.1) If b = 0, C outputs K′ = F (p, s, c, n),

(2.2) else C outputs K′ R← {0, 1}n.
5. C sends K′ to A.

Adaptive 1. Step 4 in Learning stage is repeated for up to q − q′ queries (subject to restriction ci 6= c).

stage 2. A outputs b′ = 0, if A believes that K′ is cryptographic key, else outputs b′ = 1.

A wins the game if b′ = b.

Table 1. CCS-secure.

In [15], Krawczyk showed the condition under which a two-phase KDF can be
considered CCS-secure as follows in Theorem 1.



Theorem 1 Let Ext be a (tX , εX)-computational extractor with the respect to
the private string p and Exp a (tY , qY , εY )-secure variable-length-output pseu-
dorandom function family, then the above extract-then-expand KDF scheme is
(min{tX , tY }, qY , εX +εY )-CCS secure with the respect the private string p [15].

2.4 Existing KDF Proposals

To date, both single phase and two-phase proposals of KDF s have been based
on cryptographic hash functions[15] and block ciphers[8]. Hash functions are
widely used for data authentication and block ciphers for data confidentiality.
We describe two specific well-known two-phase KDF proposals, one based on
hash functions and the other one based on block ciphers, in the remainder of
this section.

Hash Functions: In [15], Krawczyk formalized a KDF using HMAC-SHA fam-
ilies (HKDF) and proved that HKDF is CCS-secure. The proposed HKDF con-
sists of a computational extractor and a pseudorandom expander. The extractor
function is PRK ⇐ Extp(s) : F ((s⊕ opad)‖F ((s⊕ ipad)||p)), where F denotes
a hash function, ⊕ denoter exclusive or (XOR), and ‖ denoter concatenation.

The expander phase of the HKDF functions is ExpPRK (c, n) : K(1) ⇐
F (PRK ⊕ opad)‖F ((PRK ⊕ ipad)||c||0) and F is the hash function. If n > fl,
two or more iterations are necessary until the required length has been obtained:
K(i + 1) ⇐ F ((PRK ⊕ opad)‖F ((PRK ⊕ ipad)||K(i)||c||i)), 1 ≤ i < t, where
t = d nfle. The first n bits of the outputs K(1)||K(2)|| . . . ||K(t − 1) are used as
the cryptographic key, and the remaining bits are discarded.

Block Ciphers: The AES-CMAC based KDF is described in NIST SP800-108
[8]. The AES block cipher supports key sizes of 128, 192 and 256 bit and has an
output size of 128 bits. The AES-CMAC based extractor can be either AES-128,
192 or 256, but the expander is fixed to use AES-128.

During the extraction phase, the input p is broken up into 128 bit blocks
denoted as Di, 1 ≤ i < t, t = d pl

128e; and the salt s is used as the AES key. The Di

are processed sequentially by using AES. The process is PRK i = Fs(PRK i−1 ⊕
Di), where F is AES (128 or 192 or 256), 1 ≤ i < t and PRK 0 = 0128.

During the expansion, the PRK and c are the inputs to the expander phase,
where c is broken into Di blocks, 1 ≤ i < t, t = d cl

128e. PRK is used as the
AES key. The extractor function is as below: K(i) ⇐ FPRK (Ki−1 ⊕Di) where
F is AES-128, 1 ≤ i < t and K(0) = 0128. The last block of operation is
K(t) = FPRK (Kt−1 ⊕ Dt ⊕ Kb), b ∈ {1, 2}. If n > 128, more iterations are
performed until the length of output obtained exceeds the required length. Then,
the left-most n bits of the output are used as the cryptographic key and the
remaining bits are discarded.



3 Keystream Generator

A pseudorandom keystream generator is one of the components of a stream
cipher. The inputs to the pseudorandom keystream generator are a secret key
and a known initial value (IV) and the output is a pseudorandom keystream as
shown in Figure 3. The aim of the secure stream cipher is to use a pseudorandom
keystream generator which approximate an ideal pseudorandom as defined in
Definition 8 and Definition 9. Note that although the keystream output can be
produced in bits, bytes or words, we consider the keystream as a binary string:
Z1, Z2, . . . , Zt, where Zi ∈ {0, 1}, i = 1, 2, . . . , t.

Fig. 3. Keystream Generator [22]

Definition 8 (Keystream generator). Let KEYSPACE, IVSPACE, ISSPACE,
ZSPACE be a set space over {0, 1}k, {0, 1}i, {0, 1}is and {0, 1}∗ respectively. A
keystream generator is a pseudorandom generator (Definition 9) that takes the
inputs key and IV and generates arbitrary length of keystream. Pseudorandom
keystream generator: {0, 1}k × {0, 1}i → {0, 1}is → {0, 1}∗.

Definition 9 (Ideal pseudorandom generator) [17]. An ideal pseudorandom gen-
erator is said to pass all polynomial-time statistical tests if no polynomial-time
algorithm can correctly distinguish between an output sequence of the generator
and a truly random sequence of the same length with probability not larger than
1
2 + ε, for some negligible value ε.

4 Stream Cipher Based KDF

Our proposed SCKDF is a two-phase model where both the extractor and the
expander are based on keystream generators for stream ciphers. For stream ci-
phers, the pseudorandom keystream generator takes two inputs: a key and an IV.
In our SCKDF , we replace the pair of inputs to the pseudorandom keystream
generator (key, IV) with the input pair (p, s) for the extractor phase and the
input pair (PRK , c) for the expander phase. Detailed descriptions and specifi-
cation for these phases are as follows.



4.1 Extractor

In this section, we propose an extractor based on the pseudorandom keystream
generator for a stream cipher. The extractor takes p and s as the inputs and
produces an output sequence PRK . Let v and w denote the key size and IV
size respectively, for the stream cipher. Similarly, let r denote the key size of
the stream cipher in the expander phase. (Note that is possible the same stream
cipher may be used for both extractor phase and expander phase, but this is not
necessary.) Figure 4 depicts our proposed stream cipher based extractor. The
extractor process is as follows.

Fig. 4. Extractor based on stream ciphers

1. Input: p, s, pl, sl, r.
2. Process:

(a) If s is null.
i. Divide private string p into blocks, where each block is of length of
v + w. Let Di denote the ith block of p. The total number of blocks
is L = d pl

v+w e. If the length of the last block DL is less than v + w
bits, the block is padded with ‘0’s. Go to Step 2c.

(b) Else (if s is not null). Public string s is proposed to have same length
as w of pseudorandom keystream generator. However, if sl < w , set the
remaining bits with ‘0’s.

i. If pl < v.
A. Pad the remaining bits of p with ‘0’s.
B. Use the p as the key and s as the IV for the pseudorandom

keystream generator.
C. Generate r bits of keystream.
D. Proceed to Step 3.

ii. Else, if pl > v.
A. Use the first v bits of p as the key and s as the IV for the

pseudorandom keystream generator.



B. Generate v + w bits of keystream.
C. The remaining bits of p are divided into blocks, where each block

is of length of v+w. Let Di denote the ith block of p. The total
number of blocks is L = dpl−vv+w e. If the length of the last block
DL is less than v + w bits, the block is padded with ‘0’s.

D. XOR the v+w bits of keystream produced in Step 2(b)iiB with
D1 of p.

E. Go to Step 2c.

(c) For i = 1 to L, do the following:
i. If i = L. Use the first v bits of Di as the key and remaining w bits

of Di as the IV and generate r bits of keystream. Proceed to Step
3.

ii. Else, if i > L.
A. Use the first v bits of Di as the key and remaining w bits of Di

as the IV for the pseudorandom keystream generator.
B. Generate v + w bits of keystream.
C. The v + w bits of keystream is XORed with Di+1 of p.
D. i := i+ 1.

3. Output:
– An r-bit string, denoted PRK .

4.2 Expander

In this section, we describe a stream cipher based expander. This function takes
inputs the output of extractor phase PRK , together with an arbitrary length
binary string c, the context information. The expander output is a pseudorandom
binary string. Let v and w denote the key size and IV size respectively for the
stream cipher. Figure 5 illustrates our proposed stream cipher based expander.
The expander process is as follows.

1. Input: PRK , c, cl, and n.
– If c is null, then c is padded with ‘0’s, cl = w.

2. Process:
(a) The context information c is divided into blocks, where each block size

is of length of w. Let Di denote the ith block of c. The total number of
blocks is L = d clw e. If the length of the last block DL is less than w bits,
the block is padded with ‘0’s.

i. If L = 1.
A. Use PRK (from the extractor phase) as the key and c as the IV

for the pseudorandom keystream generator.
B. Generate n bits of keystream.
C. Proceed to Step 3.

ii. Else, if L > 1.
A. Use PRK (from the extractor phase) as the key and the first

block D1 as the IV for the pseudorandom keystream generator.
B. Generate v bits of keystream.



Fig. 5. Expander based on stream ciphers

C. Proceed to Step 2b.
(b) For i = 2 to L, do the following:

i. If i = L.
A. Use v bits of keystream as the key and the Di as the IV for the

pseudorandom keystream generator.
B. Generate n bits of keystream.
C. Proceed to Step 3.

ii. Else, if i > L.
A. Use v bits of keystream as the key and the Di the IV for the

pseudorandom keystream generator.
B. Generate v bits of keystream.
C. i := i+ 1.

3. Output: An n-bit binary string suitable for use as a cryptographic key.

5 The Security of SCKDF

Our proposed two-phase (extract then expand) SCKDF makes use of the pseu-
dorandom keystream generator of a stream cipher in each phase. We assume
this is an ideal keystream generator (satisfying Definition 8 and Definition 9 in
Section 3). Note that, a similar assumption of an ideal primitive was also made
by Krawczyk in proving Theorem 1 in [15].

For such a pseudorandom keystream generator the SCKDF proposed in Sec-
tion 4 can be considered as CCS-secure.

Theorem 2 Let pseudorandom keystream generator be a keystream generator
from a family of pseudorandom keystream generator which satisfy Definition 8
and Definition 9. If an extract-then-expand SCKDF is built from the pseudo-
random keystream generator, then the extract-then-expand SCKDF scheme is
(min{tX , tY }, qY , εX + εY )-CCS secure with the respect to the private string p.



Proof: To satisfy the conditions of Theorem 1, we need to show,

i The extractor is a (tX , εX)-computational extractor.
ii The expander is a (tY , qY , εY )-secure variable-length-output pseudorandom

function family.

To prove (i) we assume that extractor is not a (tX , εX)-computational ex-
tractor. This would imply that an adversary A has a polynomial time method
to distinguish whether PRK is derived from p or a random string of the same
length. For the underlying pseudorandom keystream generator this would then
imply that the adversary has a polynomial time method to distinguish between
PRK and a truly random string. This contradicts the assumption that pseudo-
random keystream generator satisfies Definition 9. Hence (i) is true. Similarly,
we can show (ii) is true. Hence by Theorem 1 the SCKDF built from pseudo-
random keystream generator is (min{tX , tY }, qY , εX + εY )-CCS secure with the
respect to the private string p. �

6 Performance Measurement

In order to compare the performance of stream cipher, hash function and block
cipher based KDF s, we conducted experiments involving measuring the execu-
tion time taken to generate n bits of cryptographic key from p, s and c. The
stream ciphers include the e-Stream finalists Trivium [6], Sosemanuk [4] and
Rabbit [5]. It should be noted that to date these has been no significant secu-
rity flaws discovered with any of these three stream ciphers. Hence any of these
three stream ciphers seem to offer suitable pseudorandom keystream generator
generators on which to build our SCKDF model in Section 4. The hash func-
tions are SHA families and block cipher used is AES128. The code of the stream
ciphers, hash functions and block ciphers are retreived from [18], [10] and [21]
respectively. The lengths of the four parameters (p, s, c and n) are taken from
the applications below:

– Application 1: Host identity protocol version 2(HIPv2) is based on the DH
shared secret key exchange protocol, which provides secure communications
and maintains shared IP-layer state between two separate parties [13]. The
cryptographic keys are generated using KDF and the inputs are as below:
• Exp 1 : p = 128 bytes, s = 8 bytes, c= 32 bytes, n = 64 bytes
• Exp 2 : p = 128 bytes, s = 8 bytes, c= 32 bytes, n = 192 bytes
• Exp 3 : p = 256 bytes, s = 8 bytes, c= 32 bytes, n = 64 bytes
• Exp 4 : p = 256 bytes, s = 8 bytes, c= 32 bytes, n = 192 bytes

– Application 2: PKINIT is applied in Kerberos protocol [24]. The inputs to
the KDF are as below:
• Exp 5 : p = 128 bytes, s = null, c= 64 bytes, n = 64 bytes
• Exp 6 : p = 128 bytes, s = null, c= 64 bytes, n = 192 bytes
• Exp 7 : p = 256 bytes, s = null, c= 64 bytes, n = 64 bytes
• Exp 8 : p = 256 bytes, s = null, c= 64 bytes, n = 192 bytes



– Application 3: The tunneled extensible authentication method (TEAM)
is a method that securing communication between peer and server by us-
ing transport layer security (TLS) to establish a mutually authenticated
tunnel[12]. The inputs to the KDF are as below:

• Exp 9 : p = 40 bytes, s = 32 bytes, c= null, n = 128 bytes

6.1 Software Performance

For all nine experiments the time is recorded for each of 100 trials. The average
time (mean) and standard deviation for each experiment are presented in Table
6.1. The execution time was captured using CLOCK MONOTONIC (which can
be found in the programming language C library). All the simulations were
performed at a machine with the following specifications: Intel (R) core (TM) 2
duo CPU E8400 @ 3.00GHz 2.99 GHz, 4GB RAM and in 64 bit OS.

Table 6.1 shows the software performance of KDF s based on three different
cryptographic primitives. The three cryptographic primitives are stream cipher,
hash function and block cipher. The execution time for Exp 9 was relatively
faster compare with Exp 1-8 for all KDF proposals. This is due to the inputs
length in Exp 9 being shorter than the input lengths for Exp 1-8. Overall, the
execution time for all types of KDF increases, when the lengths of the inputs
(p, s, c or n) increase.

Another observation from this table is the performance results show that all
three stream cipher based KDF ’s were significantly more efficient in software
than either the hash function or block cipher based KDF ’s. While, the most
efficient KDF is the Trivium based KDF and the slowest KDF is block cipher
based KDF .

KDFs/Exp Exp 1 Exp 2 Exp 3 Exp 4 Exp 5 Exp 6 Exp 7 Exp 8 Exp 9

Trivium x 12185.15 12886.61 19798.71 20623.36 14967.07 15829.43 21396.72 22628.53 4900.05
S 1761.62 2575.09 1293.19 2178.31 1276.21 2605.27 219.91 4169.30 311.00

Sosemanuk x 18494.99 19237.54 30231.75 30153.16 20828.66 21714.94 33749.51 32449.32 8089.25
S 2182.31 2040.69 5459.62 2906.47 2199.21 2547.35 8761.57 3162.79 165.06

Rabbit x 26307.11 26296.78 33691.33 36346.68 29845.23 31898.28 43679.73 43559.88 7825.69
S 7024.60 1482.73 297.45 4245.17 277.67 1904.01 6523.79 3069.62 231.41

SHA1 x 39583.75 79485.76 41267.27 83951.21 45068.91 96129.51 47816.59 99010.69 56364.39
S 6129.62 1341.97 1422.08 2333.11 3489.43 1558.77 1429.24 712.13 5777.41

SHA224 x 39327.14 77271.78 44264.8 82551.63 43258.77 80919.54 35060.03 74216.05 48076.72
S 2453.69 1789.89 6180.79 16942.54 6144.87 1749.19 1519.05 668.50 1592.78

SHA256 x 29756.25 68713.71 33140.46 72019.25 32685.35 72101.38 36264.51 75328.13 40487.08
S 1581.87 2270.14 1384.51 1903.90 5763.42 4108.59 5491.55 3262.97 1540.99

SHA384 x 82538.02 137821.08 84262.56 143402.09 83547.43 142936.8 89696.46 149876.24 96146.69
S 3711.42 25900.93 1900.20 58864.25 1111.95 8541.55 1959.77 13847.19 556.55

SHA512 x 54947.72 116787.15 60843.54 119729.85 59245.68 119497.2 60870.97 122340.7 74657.5
S 1926.55 29908.35 1965.87 59220.04 5220.38 6334.94 2106.51 6051.33 1491.43

AES128 x 236657.29 500199.78 330521.48 580804.49 322538.33 753565.93 410619.75 830594.7 148952.35
S 12451.69 25568.83 41150.53 25316.09 10485.70 22020.28 21595.07 4468.46 52170.44

*Performance time is in nanosecond. x and S are sample mean and standard deviation respectively

Table 2. Software Performance of KDF.



6.2 Hardware Performance

This section presents hardware implementation and performance metrices for
stream ciphers, hash functions and block ciphers. Note that, the hardware per-
formance comparison is not the hardware performance of the actual KDF pro-
posals. Rather it represents the hardware performance of the underlying cryp-
tographic primitives obtained from existing literature. The result shows that
Trivium requires less resource and has highest throughput, while SHA384 and
SHA512 requires the highest resource in hardware. These results indicate that
a hardware based KDF designed from Trivium using the SCKDF model would
offer significant advantages over other designs in hardware.

Trivium x64 Sosemanuk Rabbit SHA1 SHA224 SHA256 SHA384 SHA512 AES Better is:

Gates 4921 18819 28000 9859 15329 15329 27297 27297 5398 Lower

Throughputs (Mb/s) 22300 6062 473.6 2006 2370 2370 2909 2909 311.09 Higher

Technology 0.13µm 0.13µm 0.18µm 0.13µm 0.13µm 0.13µm 0.13µm 0.13µm 0.11µm

Reference [11] [11] [5] [19] [19] [19] [19] [19] [20]

Table 3. Hardware Performance of Hash Functions, Block Ciphers and Stream Ciphers.

7 Conclusion

A KDF is an essential component in generating cryptographic keys for safe-
guarding data storage and transmission over insecure channel. To be capable
of working better on mobile devices such as smartphones, pocket PC and mo-
bile phones, we proposed a lightweight KDF based on stream ciphers. Stream
ciphers are often faster and require less resources which are suitable operated
at low processing power and memory constrained devices, for example mobile
devices. In this research, we have demonstrated that our newly proposed KDF
based stream ciphers are secure if the underlying stream cipher are secure and
more efficient compared to existing KDF proposals. From our analysis to date
a SCKDF design based on Trivium cipher would be secure and efficient both in
software and hardware.
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