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Abstract. Independent systems and robots can be of great help to achieve goals 

and obtain optimal solutions to problems caused by the quantity, variation and 

complexity of information. However, we always face ethical issues related to 

the design as well as to the running of such systems. There are many problems, 

theoretical and practical, in integrating ethical decision making to robots. It is 

impossible to designed or run such systems independently of human wish or 

will. Even if we create totally independent decision making systems, we would 

not want to lose control. Can we create really independent ethical decision sys-

tems? Recent research showed that emotions are necessary in the process of de-

cision making. It seems that it is necessary for an independent decision system 

to have “emotions.” In other words, a kind of ultimate purpose is needed that 

can lead the decision process. This could make a system really independent and 

by that ethical. 
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1 Introduction 

The development of Information Technology, systems, robots, etc., that are capable of 

processing information and acting independently of their human operators, has been 

accelerated as well as the hopes, and the fears, of the impact of those artifacts on envi-

ronment, market, society, on human life generally. Many ethical issues are raised 

because of these systems being today, or in the future, capable of independent deci-

sion making and acting. Will these IT systems or robots decide and act in the right 

way or will they cause harm? 

In situations where humans have difficulties perceiving and processing infor-

mation, or making decisions and implementing actions, because of the quantity, varia-

tion and complexity of information, IT systems can be of great help to achieve goals 

and obtain optimal solutions to problems. One example of this is financial transac-

tions where the speed and volume of information makes it impossible for human deci-

sion makers to take the right measures, for example in the case of a crisis. Another 

example is dangerous and risky situations, like natural disasters or battles in war, 

where the use of drones and military robots may help to avoid soldier injuries and 



deaths. A third example comes from human social and emotional needs, for example 

in elderly care where robots may play an important role providing necessary care as 

well as to be a companion to lonely elderly people. 

It is clear that such IT systems have to make decisions and act to achieve the goals 

for which they had been built in the first place. Will they make the right decisions and 

act in a proper way? Can we guarantee this by designing them in a suitable way? But 

if it is possible, do we really want such machines given the fact that their main ad-

vantage is their increasing independence and autonomy, and hence we do not want to 

constrain them too much? 

There are many questions around this, most of which converge on the issue of moral 

or ethical decision making. The definition of what we mean by ethical or moral deci-

sion making or ethical/moral agency is a very much significant precondition for the 

design of proper IT decision systems. Given that we have a clear definition we will be 

able to judge whether an IT system is, 1) capable of making ethical decisions, and 2) 

able to make these decisions independently and autonomously. 

 

2 Focus on the process of ethical decision making 

Ethics and morals have originally the same meaning in Greek and Latin. However, 

today, in philosophy as well as in psychology we usually give them different mean-

ings. “Ethics” is often used in connection to meta-philosophy or to psychological 

processes of ethical decision making, whereas the term “moral” is adopted when we 

talk about normative aspects or about the content of a decision.  The distinction be-

tween content and process is important in the effort to define ethical or moral decision 

making. 

In common sense, ethics and morals are dependent on the concrete decision or the 

action itself. Understanding a decision or an action being ethical/moral or unethi-

cal/immoral is based mainly on a judgment of its normative qualities. The focus on 

values and their normative aspects is the basis of the common sense definition of 

ethics. 

Despite its dominance, this way of thinking causes some difficulties. We may note 

that bad or good things follow not only from the decisions of people but also from 

natural phenomena. Usually sunny weather is considered a good thing, while rainy 

weather is not. Of course this is not perceived as something related to morality. But 

why not? What is the difference between humans and nature acting in certain ways?  

The answer is obvious: Option, choice. 

Although common sense does realize that, people’s attachment to the normative 

aspects is so strong that it is not possible for them to accept that ethics is an issue of 

choice and option. If there is no choice, or ability of making a choice, then there is no 

issue of ethics. However this does not solve our problem of the definition of Autono-

mous Ethical Agents, since IT systems are actually making choices. 

Now if ethics are connected to choice then the interesting aspect is how the choice 

is made, or not made; whether it is made in a bad or in a good way. The focus here is 



on how, not on what; on the process not on the content or the answer. Indeed, regard-

ing the effort to make the right decision, philosophy and psychology point to the sig-

nificance of focusing on the process of ethical decision making rather on the norma-

tive content of the decision. 

Starting from one of the most important contributions, the Socratic dialog, we see 

that aporia is the goal rather than the achievement of a solution to the problem inves-

tigated. Reaching a state of no knowledge, that is, throwing aside false ideas, opens 

up for the right solution. The issue here for the philosopher is not to provide a ready 

answer but to help the other person in the dialog to think in the right way [1, 2]. Abil-

ity to think in the right way is not easy and apparently has been supposed to be the 

privilege of the few able ones [3]. For that, certain skills are necessary, such as 

Aristoteles’s phronesis [4]. When humans are free from false illusions and have the 

necessary skills they can use the right method to find the right solution to their moral 

problems [5].  

 

3 Skills for ethical decision making 

His philosophical position has been applied in psychological research on ethical deci-

sion making. Focusing on the process of ethical decision making psychological re-

search has shown that people use different ways to handle moral problems. According 

to Piaget [6] and Kohlberg [7], when people are confronted with moral problems they 

think in a way which can be described as a position on the heteronomy-autonomy 

dimension. Heteronomous thinking is automatic, purely emotional and uncontrolled 

thinking or simple reflexes that are fixed dogmatically on general moral principles. 

Thoughts and beliefs coming to mind are never doubted. There is no effort to create a 

holistic picture of all relevant and conflicting values in the moral problem they are 

confronted with. Awareness of own personal responsibility for the way one is think-

ing or for the consequences of the decision are missing. 

Autonomous thinking, on the other hand, focuses on the actual moral problem situ-

ation, and its main effort is to search for all relevant aspects of the problem. When 

one is thinking autonomously the focus is on the consideration and investigation of all 

stakeholders’ moral feelings, duties and interests, as well as all possible alternative 

ways of action. In that sense autonomy is a systematic, holistic and self-critical way 

of handling a moral problem. 

Handling moral problems autonomously means that a decision maker is uncon-

strained by fixations, authorities, uncontrolled or automatic thoughts and reactions. It 

is the ability to start the thought process of considering and analyzing critically and 

systematically all relevant values in a moral problem situation. This may sound trivi-

al, since everybody would agree that it is exactly what one is expected to do in con-

fronting a moral problem. But it is not so easy to use the autonomous skill in real 

situations. Psychological research has shown that plenty of time and certain condi-



tions are demanded before people can acquire and use the ethical ability of autonomy 

[8]. 

   Nevertheless, there are people who have learnt to use autonomy more often, usually 

people at higher organizational levels or people with higher responsibility. Training 

and special tools do also support the acquisition of the skill of autonomy. Research 

has shown that it is possible to promote autonomy. It is possible through training to 

acquire and use the skill of ethical autonomy, longitudinally and in real life [9]. 

4 Tools for ethical decision making 

IT systems have many advantages that can be used to stimulate autonomy during a 

process of ethical decision making. For example EthXpert and ColLab [10, 11, 12] is 

intended to support the process of structuring and assembling information about situa-

tions with possible moral implications. Analogous with the deliberation of philoso-

phers throughout history as well as with the findings of psychological research on 

ethical decision making, we follow the hypothesis that moral problems are best under-

stood through the identification of authentic interests, needs and values of the stake-

holders in the situation at hand.  

   Since the definition of what constitutes an ethical decision cannot be assumed to be 

at a fix point, we further conclude that this kind of system must be designed so that it 

does not make any assertions of the normative correctness in any decisions or state-

ments. Consequently, the system does not make decisions and its sole purpose is to 

support the decision maker (a person, a group or the whole organization) when ana-

lyzing, structuring and reviewing choice situations. 

   In the system, interests of each imaginable stakeholder are identified in a systematic 

procedure over six steps. 1) Define stakeholders: The system’s focus on interests 

leads to an associative process of identifying related stakeholders. For each stake-

holder that is directly involved in the situation there may be third party stakeholders 

that could influence it. The simple question of who is affected by a specific interest of 

a stakeholder will help the user to become aware of these. In EthXpert and ColLab the 

addition of stakeholders is very straightforward and therefore does not provide any 

obstacle to widening the scope of the problem. 2) Define for each stakeholder its in-

terests: The user determines a set of relevant interests, specifically for each stakehold-

er. All interests that might relate and affect other stakeholders are important to con-

sider and in the process of scrutinizing interests additional stakeholders will naturally 

become involved in the analysis. 3) Define how interests relate to other stakeholders: 

Determining how the interests and values of the stakeholders relate to other stake-

holders draws a picture of the dynamics and dependencies in the situation. The con-

siderations that are brought up when an interest is facing another stakeholder may 

therefore reveal important conflicts. Further, as described above, this approach may 

help to track down previously unidentified stakeholders, since the topics that are 

brought up in one relation are not necessarily unique to that and therefore will raise 

the inclusion of other stakeholders. 4) Define main options: The most apparent alter-

natives for handling the moral problem can be immediately stated. Usually main al-



ternatives are to their character mutually excluding in some aspect, similar to answer-

ing a question with “Yes” or “No”. There is no obligation to apply such a polariza-

tion, but to make full use of the later stage of formulating compromise options it can 

be useful to consider whether such patterns exist. 5) Translate considerations: For 

each optional strategy the user is urged to state how the interests of the stakeholders 

are affected by the option if that option would be the final decision. The considera-

tions from the interest-stakeholder matrix will not be automatically copied to the deci-

sion matrix. Instead the interest-stakeholder relationships will serve as background 

and incentive for considering how the different decision alternatives affect the stake-

holders. 6) Define compromise options: To counter problems in the main options, i.e. 

unacceptable negative effects, compromise solution candidates can be forked from 

main alternatives. A compromise option will inherit considerations from its parent, 

but the user should revise these and determine the difference in effect between them. 

The feature is useful for considering many options that only differ partly. The inten-

tion is to allow any user to easily get an overview of the strengths and weaknesses of 

similar alternatives. 

  

5 Non-independent ethical agents 

Ethical decision support programs, like EthXpert and ColLab, can be integrated into 

robots and other decision making systems to secure that decisions are made according 

to the basic theories of philosophy and to the findings of psychological research.  This 

would be the ideal. But before we are there we can see that ethical decision making 

support systems based on this approach can be used in two different ways. 

During the development of a non-independent decision making system, support 

tools can be used to identify the criteria for making decisions and for choosing a cer-

tain direction of action. This means that the support tool is used by the developers, 

they who make the real decisions, and who make them according to the previous 

named philosophical/psychological approach [13]. 

Another possibility is to integrate a support tool, like EthXpert and ColLab, into 

the non-independent decision system. Of course, designers can give to the system 

criteria and directions, but they can also add the support tool itself, to be used in the 

case of unanticipated future situations. The tool can then gather information, treat it, 

structure it and present it to the operators of the decision system in a way which fol-

lows the requirements of the above mentioned theories of autonomy. If it works like 

that, operators of non-independent systems make the real decisions and they are the 

users of the ethical support tool. 

A non-independent system that can make decisions and act in accordance to the 

hypothesis of ethical autonomy is a system which 1) has the criteria already pro-

grammed in it identified through an autonomous way in an earlier phase by the de-

signers, or 2) prepares the information of a problem situation according to the theory 

of ethical autonomy, presents it and stimulates the operators to make the decision in a 

way compatible with the theory of ethical autonomy. 



All this can work and it is possible technically. But how could we design and run a 

really independent ethical decision making system? However, before we can specu-

late on that it is important to address some issues shortly, regarding the criteria for 

independence. 

6 Independent ethical agents 

One is the issue of normative quality of the decisions made. Can we use this criterion 

for the definition of an independent ethical decision system? As we have already dis-

cussed this is not possible although it is inherently and strongly connected to common 

sense, and sometimes into research [14]. Normative aspects can be found in the con-

sequences of obviously non-independent natural phenomena. Besides, there are al-

ways good arguments supporting opposite normative positions. So this cannot be a 

working criterion [15]. 

The alternative would be the capability of choice. Connected to this is the issue of 

free will. We could say that really independent systems are those that are free to de-

cide whatever they want. However, this has many difficulties. There is theoretical 

obscurity around the definition of free will as well as practical problems concerning 

its description in real life situations. Furthermore, it is obvious that many systems can 

make “choices.” Everything from simple relays to complex IT systems is able to 

choose among different alternatives, often in arcane and obscure ways, reminiscent of 

the way humans make choices. Then the problem would be where to put the threshold 

for real choice making. 

If the ability to make choices cannot be the criterion to determine the independence 

of a decision system, then the possibility to control the system by an operator be-

comes interesting. Wish or effort to control, external to the system, may be something 

that has to be involved and considered. The reason of the creation of IT systems is the 

designers’ and the operators’ wish to give them a role to play. These systems come to 

existence and are run as an act of will to control things, to satisfy needs. It is an exe-

cution of power by the designers and the operators.  We can imagine a decision sys-

tem as totally independent, but even this cannot be thought without a human wish or 

will behind it. It is always a will for some purpose. It can be a simple purpose, for 

example to rescue trapped people in collapsed buildings, or an extremely complex 

purpose, like to create systems able of making independent decisions! In any case the 

human designer or operator wants to secure the fulfillment of the main purpose and 

does not want to lose control. 

So the issue could be about possession of an original purpose, a basic feeling, an 

emotion. Indeed recent research in neurobiology and neuropsychology shows that 

emotions are necessary in the decision making process [16]. It seems that a rational 

decision process requires uninterrupted connection to emotions. Without this bond the 

decision process becomes meaningless. Another effect of the “primacy” of emotions 

and purposes is that very often heteronomous or non-rational ways to make ethical 

decisions are adopted, despite the human decision maker being able to think autono-

mously and rationally. 



Thus the criterion for a really independent decision system could be the existence 

of an emotional base that guides the decision process. Human emotions and goals 

have been evolved by nature seemingly without any purpose. That may happen in 

decision systems and robots if they are left alone, but designers, operators, and hu-

mans would probably not want to lose control. So what is left? Can we create really 

independent ethical decision systems? 

 

7 Non-independent ethical agents 

The criterion of such a system cannot be based on normative aspects, or on the ability 

to make choices, or on having own control, or on ability of rational processing.  It 

seems that it is necessary for an independent decision system to have “emotions” too. 

That is, a kind of ultimate purposes that can lead the decision process, and depending 

on the circumstances, even make the system react automatically, or alternatively, in a 

rational way. 

   Well, this is not easy to achieve. It may be impossible. However, if we accept this 

way of thinking we may be able to recognize a really independent or autonomous 

ethical agent, if we see one, although we may be not able to create one. This could 

work like a Turing test for robot ethics because we would know what to look for: A 

decision system capable of autonomous ethical thinking but leaning most of the time 

toward more or less heteronomous ways of thinking; like humans who have emotions 

leading them to make decisions in that way. 
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