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Abstract. Fuzzy cognitive maps (FCM) are fuzzy signed directed graphs with 

feedbacks; they are simple and powerful tool for simulation and analysis of 

complex, nonlinear dynamic systems. However, FCM models are created by 

human experts mostly, and so built FCM models are subjective and building a 

FCM model becomes harder as number of variables increases. So in the last 

decade several methods are proposed providing automated generation of fuzzy 

cognitive maps from data. The main drawback of the proposed automated 

methods is their weaknesses on handling with large number of variables. The 

proposed method brings out a new strategy called concept by concepts approach 

(CbC) approach for learning of FCM. It enables the generation of large sized 

FCM models with a high precision and in a rapid way using the historical data.   

Keywords: Fuzzy cognitive maps, learning, density, global optimization. 

1 Introduction 

Cognitive maps were introduced for the first time by Axelrod [1] in 1976 in order to 

signify the binary cause-effect relationships of the elements of an environment. Fuzzy 

cognitive maps (FCM) are fuzzy signed directed graphs with feedbacks, and they can 

model the events, values, goals as a collection of concepts by forging a causal link 

between these concepts [2]. FCM nodes represent concepts, and edges represent caus-

al links between the concepts. Most widely used aspects of the FCMs are their poten-

tial for use in learning from historical data and decision support as a prediction tool.  

The main advantages of FCMs are their flexibility and adaptability capabilities [3]. 

As stated in [4], [5] and [6], there is an enormous interest in FCMs and this interest on 

the part of researchers and industry is increasing, especially in the areas of control [7], 

political and social sciences [8], business [9], medicine [10], robotics [11], environ-

mental science [12], agriculture [13] and information technology [14]. 



Mainly, there are two types of FCMs called manual FCMs and automated FCMs. 

The unique difference between them is the way used for forming the FCMs. Manual 

FCMs are produced by experts manually and automated FCMs are produced by other 

information sources numerically [15]. Even sometimes, producing a FCM manually 

becomes difficult when the experts’ interference could not be enough to solve the 

problem. Because of difficulties in manual FCM generation, the development of com-

putational methods for learning FCM is required for automated FCMs. Lately, a large 

number of methods for learning FCM model structure have been proposed. These 

proposed methods can be summed in three groups named Hebbian-type learning 

methods, population-based (evolutionary) learning methods and hybrid learning algo-

rithms [4].  

A simple differential Hebbian learning law (DHL) for FCM is stated in [16]. This 

has been extended in [17] as a balanced differential learning algorithm for FCM. Fur-

ther extensions, called nonlinear Hebbian learning (NHL) and Active Hebbian learn-

ing algorithm (AHL) are presented in [18] and [19], respectively. An improved ver-

sion of the NHL method named data driven NHL (DDNHL) is proposed in [20]. An-

other study to train a FCM is proposed in which a new model for unsupervised learn-

ing and reasoning on a special type of cognitive maps that are realized with Petri nets 

[21]. All Hebbian-type learning methods have the goal to learn the connection matrix 

with single historical data set. 

Rather than Hebbian-type learning methods, population-based learning methods 

are more in demand. The learning goal of population-based methods can be connec-

tion matrix with optimal weights or matching input pattern.  Obtaining the connection 

matrix with optimal weights will lead FCM to its desired activation state values for 

each concept. Population based learning algorithms with connection matrix goal of 

learning that are recently studied can be listed as: Particle Swarm Optimization (PSO) 

[22], Genetic Strategy (GS) [23], Real-coded Genetic Algorithm (RCGA) [24], Simu-

lated Annealing (SA) [15], tabu search [25], immune algorithm [26], Big Bang-Big 

Crunch (BB-BC) optimization algorithm [27], Extended Great Deluge Algorithm 

(EDGA) [28], Artificial Bee Colony (ABC) algorithm [29].  In addition, GA [30] and 

BB-BC [31] learning are used for goal oriented decision support systems on FCM. 

The hybrid learning methods are implemented by combining the first two men-

tioned learning types (Hebbian-based learning (HL) and the population-based learn-

ing) for FCMs. There are two hybrid algorithms studied, one has combined NHL and 

differential evolution (DE) [32] and the other algorithm has combined RCGA and 

NHL algorithms [33]. The learning goals of these two the hybrid learning methods are 

the connection matrix and they use single historical data set. 

In this study, a novel and comprehensive learning approach called concept by con-

cept (CbC) for the development of fuzzy cognitive maps is proposed. The existing 

optimization based learning approaches try to find the weights between the concepts 

at once. The main difference of the proposed approach from the existing learning 

methods is focusing on only one concept and the links (arcs) to this concept first, and 

then learning the weights of these connection weights. Then the algorithm searches 

the next concept and its links and learns the weights. In order to use proposed CbC the 

historical data of all the concepts must be known. The proposed approach is able to 



generate a FCM model from input data consisting of a single or multiple sequences of 

concept state vector values. Proposed CbC is applicable with any of population based 

optimization algorithms proposed in literature for learning of FCMs. The benefit of 

this learning approach is presented with two simulation examples.   

2 A Brief Overview of Fuzzy Cognitive Maps 

A fuzzy cognitive map F is a 4-tuple (N, W, C, f) [30] where; 

N = {N1, N2, …, Nn} is the set of n concepts forming the nodes of a graph. 

W: (Ni, Nj) → wij is a function of NN to K associating wij to a pair of concepts 

(Ni, Nj), with wij denoting a weight of directed edge from Ni to Nj,. Thus W(N  N) = 

(wij )  K
n×n

 is a connection matrix. 

C: Ni → Ci is a function that at each concept Ni associates the sequence of its acti-

vation degrees such as for tN, Ci(t)L given its activation degree at the moment t. 

C(0)L
n
 indicates the initial vector and specifies initial values of all concept nodes 

and C(t)L
n
 is a state vector at certain iteration t. 

f: R → L is a transformation function, which includes recurring relationship on t0 

between C(t + 1) and C(t). 

The sign of wij expresses whether the relation between the two concepts is direct or 

inverse. The direction of causality expresses whether the concept Ci causes the con-

cept Cj or vice versa. Thus, there are three types of weights [22]: 

Wij > 0, indicates positive causality, 

Wij < 0, indicates negative causality, 

Wij = 0, indicates no relation. 

Values of concepts change as simulation goes on are calculated by the following 

formula [34]: 

          (∑         
 
   ) (1) 

where Ci(t) is the value of ith node at the t
th

 iteration, eij is the edge weight (relation-

ship strength) from the concept Ci to the concept Cj, t is the corresponding iteration, N 

is the number of concepts, and f is the transformation (transfer) function. 

In general, there are two kinds of transformation functions used in the FCM 

framework. The first one is the unipolar sigmoid function, where λ > 0 decides the 

steepness of the continuous function f and transforms the content of the function in 

the interval [0, 1].
   

 

      
 

       (2) 

The second transformation function, hyperbolic tangent, that has been used and which 

transforms the content of the function is in the interval [-1, 1], 

               
        

         (3) 



where λ is a parameter used to determine proper shape of the function. Both functions 

use λ as a constant for function slope. 

3 Concept by Concept Learning Methodology 

Most of the proposed population based learning approaches become time consuming 

when the number of concepts of FCM is relatively high. The main reason of this is the 

quadratic growth of the number of the parameters to be found as concept numbers 

increasing [35]. For a FCM with   concept, there will be    of weights to be found 

with learning algorithm if there is no prior knowledge. Therefore, in order to reduce 

the computational dimension of learning, concept by concept (CbC) method, which is 

usable with any of the population based algorithms, is proposed.  

There are some factors that make the learning of FCM difficult or limit learning 

method. These factors can be listed as types of input data [5, 29], number of nodes 

(N), knowledge of concepts’ links, density measure, algorithms’ search space, input 

nodes in FCM.  

The proposed concept by concept (CbC) learning method develops a candidate 

FCM with any suitable population based global optimization algorithm from input 

and output data as given in Fig. 1. The input and output data are given as time series 

and that consist of a sequence of state vectors which describe a given system at con-

secutive iteration. The number of these successive iterations of the given historical 

data is called as the data length  . Given a FCM with connection matrix        and 

collected data consisting output state vectors matrix of the FCM (         ), related 

to input state vectors matrix (        ). According to FCM iterative calculation 

formula (1), output state vector of     iteration is         iteration of input state 

vector can be seen by (4)   

                       (4) 

 Output of a FCM can be found from (1) and this also can be expressed by (5). 

                             (5) 

The goal of learning is to determine candidate connection matrix ( ̂   ). As men-

tioned previously, assuming that all real input and output data is available, so (5) can 

be stated as follows:  

                       ̂    
)    (6) 

Therefore, learning problem becomes     dimensional optimization problem. Since 

all real input and output data are known, this problem can be reduced to   total of 

optimization problem with N dimensional as given in Fig. 1. For example, given 

       ̃  is a     column of           is a vector which consists outputs of     

concept   . So (6) can be reduced to (7) given as  

       ̃               ̂  
  (7) 



where  ̂  is a vector of     column of  ̂   . Concept    is only influenced from the 

weights in  ̂ , thus, for determining candidate connection matrix  ̂    problem can 

be separated into N sub-learning problems; aiming to determine   ̂  for   
         Accordingly,  ̂    matrix can be found by carrying out   learning prob-

lem in (7) for             . 

 

Fig. 1. Concept by Concept (CbC) FCM Learning Scheme 

4 Simulation Examples 

In this study, two systems with different characteristics are studied. The historical 

data is generated from the FCMs to use for the proposed CbC learning approach. The 

first system is a real-world FCM being a relatively easy problem with 13 nodes to 

show the proposed method’s power of convergence accuracy. The second system is a 

synthetic (randomly generated) FCM with 100 nodes. This FCM is generated with 

100 nodes and 100% density in order to show that the proposed method is able to 

cope with large scaled FCMs. For optimization algorithms in system 1 and 2, different 

types of cost functions that will be discussed in this section are selected to show the 

adaptiveness of the proposed method. In the simulation studies, BB-BC optimization 

algorithm [37] has been used as the global optimization method for CbC learning 

approach because of its fast convergence. 

 

4.1 System 1: Suspension Viscosity FCM 

Suspension viscosity FCM [36] is given in (8), stating what the factors affect suspen-

sion viscosity. The 13 concepts (C1 and C2 concepts are the input concepts) of sus-

pension viscosity FCM model are given in Table 1. The transformation function given 

in (3) is utilized since the values of the nodes may fall within the range [-1, 1] and λ is 

chosen as 2 for generating the values of all concepts. 

Table 1.  Concepts of Suspension Viscosity FCM Model 

C1: Gravity C7: Liquid viscosity 

C2: Mechanical properties of particles C8: Effective particle shape 

C3: Physicochemical interaction C9: Effective particle size 

C4: Hydrodynamic interaction C10: Temperature 

C5: Effective particle concentration C11: Inter-particle attraction 

C6: Particle-particle contact C12: Floc structure formation 

  C13: Shear rate 



 

The connection matrix of the FCM built by the experts [36] is as in (8). The densi-

ty value of this studied FCM is 39%. As mentioned above, it is assumed that the links 

of concepts nodes are known.  
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For input data 5 different historical data sets gathered for different initial 5 state 

vectors. All weights are searched with in [-1 1] bounds. Chosen cost function for 

learning is given as  

   ̂  
 

      
∑ ∑ ‖       ̂ ‖

 
   

 
    (9) 

where    (t) is the given system response,  ̂  is the candidate FCM response of the n
th

 

concept for the initial state vector,   is number of gathered historical data sets, which 

is 5 for this example. 

4.2 System 2: Randomly Generated FCM 

Rather than, relatively small size FCMs with relatively small value of density parame-

ter, a randomly generated FCM with 100 nodes and 100% density parameter is stud-

ied for this example, where no input concept exists. In addition, it is assume that there 

is no prior knowledge about links between concept nodes.  The transformation func-

tion given in (3) is utilized since the values of the nodes may fall within the range [-1, 

1] and λ is chosen 0.3. 

In this simulation example, BB-BC optimization algorithm has been used as in 

System 1 and single input historical data is gathered. All weights are searched with in 

[-1 1] bounds. The cost function is selected as follows: 

   ̂  
 

      
∑ ∑         ̂  

  
   

 
    (10) 

5 Results and Discussions 

In order to show the effectiveness of the Concept by Concept (CbC) learning method, 

two FCMs with different sizes are studied. The study is divided into three phases: 

Learning phase, generalization capability testing phase and closeness of weights test-



ing phase. All the parameters used in these three phases are summarized in Table 2 

where θ is the fitness function coefficient, R is the randomly selected initial state vec-

tor and D is the number of parameters to be optimized.  

Table 2. Parameters Used in BB-BC Learning and Generalization Capability Test Phases 

System 

No 

Population 

number (N) 

Number of 

iterations 
θ  R D 

1 50 4000 103 100 66 

2 100 10000 103 100 10000 

 

For giving the results of the learning phase, the following criteria given in (11) is 

used.  

    
 

 
∑   ̂

 
    (11) 

where    is the selected cost function for using in learning phase given in (9) and (10). 

In learning phase, 30 simulations are performed via FCM-GUI [38] for the 1
st
 sys-

tem, and for the 2
nd

 system 10 simulations are performed via FCM-GUI.  

In order to normalize, visualize and determine the convergence of the cost function 

given in (11) and the final value of the cost function, the following fitness function 

convergence performance which has the value [0, 1] is used [24]: 

   
 

     
 (12) 

where parameter θ is a positive fitness function coefficient. In Fig. 2, the average, 

worst and best fitness convergence performances of these two different FCM simula-

tions are illustrated. 

For the best candidate FCM’s due to learning phase results, their generalization ca-

pabilities are tested. For this purpose, the real FCM and the candidate FCM are simu-

lated for R randomly chosen initial state vectors [24]. The new criterion is selected as 

follows: 

    
 

        
∑ ∑ ∑ ∑    

       
 ̂   

   
 
   

 
   

 
    (13) 

where   
     is the value of n

th
 node at iteration t for the data generated by original 

FCM model started from the r
th

 initial state vector, similarly, is the value of n
th

 node at 

iteration t for the data generated by candidate FCM model started from the r
th

 initial 

state vector.  

As the 3
th

 phase, accuracy of the weights is tested. For this criteria, (14) is used 

where   ̂   
 is weights of candidate FCM and     is the weights of real FCM. 

    
 

  
∑        ̂   

   
    (14) 



In Table 3, minimum, maximum, mean and standard deviation values of error 

functions for learning, generalization capability and accuracy of weights phases are 

given. It is obvious that the obtained error function values are satisfactory. 

Table 3. Learning and Generalization Capability and Accuracy of Weights Phases Results 

 System # Min J1 Max J1 Mean and Std. Dev. 

Learning Phase 
1 0 0 0  0 

2 6.6610-6 6.9810-6 6.8710-5  1.3310-7 

  Min J2 Max J2 Mean and Std. Dev. 

Generalization Phase 
1 0 0 0  0 

2 3.9510-3 1.4210-2 8.9710-3  3.8110-3 

  Min J3 Max J3 Mean and Std. Dev. 

Accuracy of Weights 

Phase  

1 0 0 0 0 

2 1.2610-4 1.3910-4 1.3410-6  1.9310-6 

 

 

 

Fig. 2. Fitness functions performance (12) (a) First system; (b) Second system 

6 Conclusion 

A new approach called concept by concept (CbC) for learning of FCMs is proposed. 

This approach is applicable when the full historical data of all concepts are available 

and the approach is independent form the used population based optimization learning 

method and the chosen cost function. In order to show the benefit of CbC learning 

two simulation examples are presented. The results show that the proposed learning 

method is very effective, and able to learn large scaled FCMs with a high accuracy.  

For the future work, the proposed CbC will be used with popular population based 

learning methods to compare the performances of these algorithms. 
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