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Abstract. The paper considers a novel approach to learning the weight
matrix of a fuzzy cognitive map. An overview of the state-of-the-art
learning methods is presented with a specific emphasis on methods ini-
tially developed for artificial neural networks, and later adapted for
FCMs. These have mostly been based on the concept of Hebbian learning.
Inspired by the amount of success these methods have faced in the past,
the paper proposes a new approach based on the application of the delta
rule and the principle of backpropagation, both of which were originally
designed for artificial neural networks as well. It is shown by simulation
experiments and comparison with the existing approach based on non-
linear Hebbian learning that the proposed approach achieves favourable
results, and that these are superior to those of the existing method by
several orders of magnitude. Finally, some possible lines of further inves-
tigation are suggested.
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1 Introduction

In the past several learning methods from the theory of artificial neural networks
(ANNs) have been introduced into the theory of fuzzy cognitive maps (FCMs),
and have become successful tools for either learning the weight matrix of the
FCM from scratch, or tuning an initial weight matrix provided by a group of
experts.

Most notable among such approaches were those based on the concept of
Hebbian learning. It has been shown before that Hebbian learning can indeed be
used to train an FCM from historical data (train it to perform regression). The
approach is known as data-driven nonlinear Hebbian learning (DD-NHL). How-
ever, Hebbian learning has originally been proposed as an unsupervised learning
approach, and it is therefore not necessarily best suited for such application.

In this paper we propose an alternative approach, which too is based on a
learning method originally designed for ANNs, that is to say on the delta rule
and the backpropagation principle.



The following sections will provide a brief overview of the DD-NHL approach.
It will then proceed to give some essentials concerning the theoretical back-
ground concerning the delta rule, and backpropagation. The details concerning
the method proposed in this paper will be discussed. Finally, experimental re-
sults will be presented and evaluated, and a comparison with DD-NHL will be
provided.

2 Fuzzy Cognitive Maps

Fuzzy cognitive maps (FCMs) are a symbolic representation for the description
and modelling of complex systems [1]. They can be expressed and visualized
using a weighted directed graph. The nodes of such graph represent the concepts
associated with the modelled system. Every concept Ci is associated with its
activation value Ai.

The edges in the graph are directed and weighted. The weights wij ∈ [−1, 1]
express causal relationships between the concepts. If wij > 0, we say that concept
Ci causes Cj . If wij < 0, concept Ci has negative influence on the activation value
of Cj . If wij = 0, there is no link.

At every time step activation values are updated. The update is synchronous.
The update rule has several distinct forms. We will make use of the most general
one proposed in [2] (the notation has been modified for the sake of consistency):

A
(k+1)
i = f

 N∑
j=1

A
(k)
j wji

 , (1)

where N is the number of concepts, A
(k)
i is the activation value of concept Ci

at time step k. f is the squashing function, which squashes the dot product
N∑
j=1

A
(k)
j wji into some convenient interval.

Most often, f is either the sigmoid function, which squashes the dot product
into interval [0, 1], or the hyperbolic tangent, which yields the interval [−1, 1].
The weight matrix of the FCM is usually constructed by experts. There are sev-
eral approaches which make the task easier and more reliable – for the discussion
of these, the reader may refer to [1, 3] for an instance.

2.1 Fuzzy Cognitive Maps and Learning

There are two main classes of problems in the theory of FCMs to which the
existing learning methods apply: (a) the regression problem, that is how an FCM
can be trained as a regression model for a given dataset; (b)the attractor problem,
that is to say given an initial FCM, how can we shift its attractor to a desired
point, encode a given limit-cycle, etc.

In this paper we shall focus on the regression problem. The methods that can
address the regression problem have very useful applications – given data from a



real system, they can make the FCM automatically learn to model the system.
They can also be used to fine-tune an existing model designed by experts.

Several learning principles originally developed for ANNs have previously
been applied to FCMs. These approaches were based on the concept of Hebbian
learning. They come in several distinct flavours which will be listed hereinafter.

The first among the approaches inspired by Hebbian learning is the so-called
differential Hebbian learning (DHL) [2, 4]. It has been shown that the rule is
able to encode some sequences into the FCM. However it is not capable of
encoding an arbitrary sequence. Furthermore only binary (or bipolar) sequences
are considered.

In [5] the authors propose the so-called active Hebbian learning (AHL) method,
which introduces the idea of the sequence of activation. The expert specifies the
sequence in which the concepts are activated. The process starts from a concept
which activates concepts linked to it, and thus the activation propagates until all
the concepts have been activated at which point the simulation cycle stops and
a new one starts. A distinct form of the Hebb rule is used to provide learning.

Finally, there are several papers (e.g. [6–9]) discussing the so-called nonlinear
Hebbian learning (NHL). The learning rule used in this approach is the Oja
rule [6], although in [7] several extensions are added to it. The procedure is
as follows: An initial FCM is constructed by the experts. This is run using
equation (1). In addition, at every step the rule is applied using the current
activation values. Thus the NHL method does not simply learn the proper weight
matrix, but rather it also helps to drive the process of convergence in an online
manner [8].

A more traditional application of the NHL rule is proposed in [9]. In this
case, NHL is used to make an FCM with a randomly initialized weight matrix
learn the cause-effect relationships from historical data. This approach is called
data-driven NHL (DD-NHL). Ideally, historical data from a real system should
be used, but [9] suggests that we can create another FCM with a random weight
matrix, and use that to generate the historical data instead. Such FCM is run
from a randomly selected initial state for a predefined number of steps, and the
resulting concept sequence is used as historical data.

3 Delta Rule and Backpropagation

This section will set forth some of the theory concerning the delta rule and the
principle of backpropagation – methods originally designed for learning in ANNs,
which we now propose to apply to the regression problem of FCM learning.

3.1 The Delta Rule

The delta rule is probably the best known approach to learning weights of an
artificial neuron. It has been designed for supervised learning – that is to say
learning from a dataset consisting of pairs of the following form: (input, desired
output). That is to say, for every sample in the dataset the input as well as the



corresponding desired output is specified. Thus it is possible to form an error
function [10]:

E(W ) =
∑
p

Ep(W ) =
1

2

∑
p

(Dp −Op)2, (2)

where W denotes the weight matrix, and Dp and Op denote the desired and the
real output for input pattern p.

The error function can then be minimized using gradient descent, which leads
to the following learning rule [10]:

∆pwj = γδpxj , (3)

where ∆pwj denotes the prescribed change of weight wj due to pattern p, γ is
the learning rate, and δp = (Dp − Op)f ′(up). f ′(p) is the first derivative of the

squashing function, and up =
∑N

j=1 wjx
p
j is the inner potential of the neuron

(xpj is the i-th input of the neuron with pattern p at the input).

3.2 The Backpropagation Principle

The delta rule cannot by itself be used for learning in multi-layer networks,
because only the errors of the output neurons can be computed directly – desired
outputs of hidden neurons are unspecified.

However, the delta rule can be further generalized to multi-layer networks
using the so-called backpropagation principle – in which case the error is propa-
gated back from the output layer to hidden layers. Again, the full derivation of
the rule can be found in [10], and we will only state the resulting rule:

δph = f ′(uph)

No∑
o=1

δpowho, (4)

where h refers to a neuron of the hidden layer, and o refers to neurons of the
output layer. No is the number of neurons in the output layer. If there are several
hidden layers, the principle can be applied recursively.

The backpropagation principle has further been extended to perform learning
in recurrent neural networks (RNNs) – the approach is known as backpropagation
through time (BPTT). The idea is that an RNN can be unwrapped in time into
a feedforward ANN, and then trained using backpropagation. (For additional
details and precise mathematical and algorithmic formulations the reader may
refer to [11].)

4 The Proposed Approach

Let us now briefly discuss how we propose to apply the above-mentioned prin-
ciples to solve the regression problem of FCM learning.



4.1 One-step Delta Rule

First of all, we can directly use the delta rule as given above. The FCM can be
considered as a single-layer network, and thus in this version we do not need
to employ the backpropagation principle. Also, since we will be learning from
historical data where values of concepts are provided for every time step, we
should need to do no BPTT either. We will hereinafter refer to this baseline
approach as the one-step delta rule approach (OSDR). The results, comparison,
and evaluation will follow in a separate section.

4.2 Every-step Delta Rule with Windowed BPTT

A further approach is proposed and studied by the authors: the every-step delta
rule with windowed BPTT (ESWB) approach. In this case the sequence of his-
torical data is cut into windows of a given size and with a given overlap. For the
sake of brevity we will use the notation w[window size, overlap size] to describe
windowing. The window size is understood to be the number of samples the win-
dow contains, and the overlap size is the number of samples which the window
shares with the following one. Thus, windowing of w[5, 4] refers to windowing
with window size of 5 samples and overlap of 4 samples.

In the ESWB approach we take the first sample and use that as the input
of the FCM. The FCM is then run for window size – 1 steps. Concept values
from the last step are compared to the last sample in the window. Delta rule is
applied to compute the error and to compute weight updates. The updates are
stored in a separate vector – they are not applied to the FCM directly.

BPTT is then applied to propagate the error from the last step back in time.
In addition to this backpropagated error, we also compute the error using the
corresponding samples from the window. These two errors are added together
and used to compute weight updates. Weight updates from all steps are accu-
mulated in the same vector and once all steps have been considered, they are
applied to the FCM as a batch.

Afterwards the algorithm moves to another window. In this way we make use
of both – the BPTT and the error computed for that particular sample.

4.3 One-step Delta Rule with Windowed BPTT

The final approach is proposed mainly for comparison with the one-step delta
rule with windowed BPTT (OSWB) approach. This approach is closely related
to ESWB except that once the errors are computed using the last sample in
the window, only BPTT is used to compute weight updates. The other samples
from the window are not used to compute error.

5 Simulation Experiments

We conducted several simulation experiments. These were laid out in such man-
ner as to make the results easily comparable to those presented in [9].



Similarly to their work, we first generate an FCM with a random weight
matrix. This FCM is run for 20 steps so as to generate the historical data.
The data is afterwards used to form (input, desired output) pairs for delta rule
learning. Learning proceeds on this data for the maximum of 100 epochs (it will
also stop if the error goes below 1.10−4). The learning rate is fixed to 0.2.

Testing is first done on the same 20 data steps used in training: these results
are used to compute the in-sample mean square error (MSE). In addition to
that, 10 random initial states are generated and the FCMs are run from each
of these for 20 steps. The difference between the outputs of the original and
the trained FCM is measured and used to compute the out-sample MSE (the
procedure taken in [9]).

5.1 Simulation Setup

Unless said otherwise, for every single setting the learning was tested with FCMs
of several sizes – with 5 concepts, 10 concepts, and 20 concepts – and with
the connection density of 20% and 40% (again the procedure from [9]). The
whole process was repeated for 20 independent runs each time. The results were
averaged across the runs.

For every configuration the mean square error (MSE) is reported, and also
the MSEattr, which specifies how precisely the stable state (the attractor) of
the learning FCM corresponds to that of the original FCM – again by giving
the mean square error for that. It should be noted, that we compare the values
of all concepts – not just of several randomly selected concepts as done in [9].
Also, we did not do restarts in cases when the algorithm did not converge – the
algorithm converged to an acceptable solution every time.

5.2 One-step Delta Rule

The results achieved using one-step delta rule (OSDR) follow in Table 1.

Table 1. Errors using the one-step delta rule.

IN-SAMPLE OUT-SAMPLE

Size Density MSE MSEattr MSE MSEattr

5 20% 9.96 E-5 3.88 E-6 2.51 E-4 3.88 E-6

40% 2.14 E-4 8.69 E-6 3.77 E-4 8.69 E-6

10 20% 2.38 E-4 7.23 E-6 1.09 E-3 7.23 E-6

40% 3.77 E-4 1.89 E-5 1.23 E-3 1.89 E-5

20 20% 4.13 E-4 2.68 E-5 2.89 E-3 2.68 E-5

40% 6.79 E-4 2.15 E-4 2.22 E-3 2.15 E-4

We also include results achieved DD-NHL [9] for comparison (Table 2). How-
ever, it is difficult to give adequate interpretation to some of the results reported
there. 100% accuracy is reported, by which it is understood that none of the tar-
get concepts differs from its desired value by more than 0.1 once the stable state



is reached. However, the policy used by the authors is to restart the algorithm
from a new randomly-generated initial weight matrix unless it achieves the ac-
curacy of 100% after a predefined number of iterations. Thus, learning is bound
to either achieve 100% accuracy at some point, or else to go on indefinitely. It
would be of interest to learn how many restarts were required under any given
scenario.

Table 2. Errors using DD-NHL.

IN-SAMPLE OUT-SAMPLE

Size Density MSE MSEattr MSE MSEattr

5 20% 0.129 ? 0.129 ?

40% 0.129 ? 0.129 ?

10 20% 0.176 ? 0.175 ?

40% 0.180 ? 0.180 ?

20 20% 0.180 ? 0.180 ?

40% 0.207 ? 0.207 ?

In any case, the comparison shows that the results achieved using OSDR are
more precise than those achieved using DD-NHL – and that by several orders of
magnitude.

We may also note that we have experimented with several levels of connection
density for the initial weight matrix of the learning FCM, but this did not appear
to make any considerable difference.

5.3 Every-step Delta Rule with Windowed BPTT

The next experiment was carried out using the ESWB approach. Windowing of
w[5, 4] was used to cut the signal up. The results are presented in Table 3.

When we compare the results with those achieved using one-step delta rule
(OSDR; Table 1), we must conclude that the results achieved using ESWB seem
better – except those for the out-sample MSE, which means that generalization
has regressed a little.

Table 3. Errors using ESWB with w[5, 4].

IN-SAMPLE OUT-SAMPLE

Size Density MSE MSEattr MSE MSEattr

5 20% 9.08 E-5 1.45 E-7 2.53 E-4 1.45 E-7

40% 1.88 E-4 2.50 E-7 3.86 E-4 2.50 E-7

10 20% 2.77 E-4 2.42 E-7 1.01 E-3 2.42 E-7

40% 3.16 E-4 1.01 E-6 1.15 E-3 1.01 E-6

20 20% 3.38 E-4 1.60 E-6 2.86 E-3 1.60 E-6

40% 5.72 E-4 3.05 E-5 1.98 E-3 3.05 E-5



What we cannot say with certainty yet is whether the difference results from
using ESWB, or whether it is simply the effect of doing more training (OSDR
is now done several times for most steps due to the overlapping). To ascertain
how much effect should be ascribed to that we present Table 4, which provides
results for OSDR with the maximum number of epochs set to 500 instead of 100
(because most samples now form part of 5 windows instead of one).

Table 4. Errors using OSDR; and max. of 500 epochs.

IN-SAMPLE OUT-SAMPLE

Size Density MSE MSEattr MSE MSEattr

5 20% 1.01 E-4 1.31 E-7 2.06 E-4 1.31 E-7

40% 1.42 E-4 1.99 E-7 3.75 E-4 1.99 E-7

10 20% 2.28 E-4 2.38 E-7 9.99 E-4 2.38 E-7

40% 3.24 E-4 9.50 E-7 1.17 E-3 9.50 E-7

20 20% 3.82 E-4 1.56 E-6 2.96 E-3 1.55 E-6

40% 5.34 E-4 2.67 E-5 1.96 E-3 2.67 E-5

The results for in-sample MSE and out-sample are rather mixed in this case –
none of the two approaches seems to be decisively the better. Therefore we may
conclude that combining the delta rule with BPTT as ESWB approach suggests
does not produce any significant improvement.

5.4 One-step Delta Rule with Windowed BPTT

Finally, let us present the results achieved using the OSWB approach. Although
the results of the ESWB approach were not very encouraging, the results of
OSWB will be of some theoretical interest even if they prove to be only compa-
rable to those of OSDR with 500 epochs (Table 4) – this will indicate BPTT can
efficiently be applied to FCMs, and it even to a certain extent able to supply
for computing the actual difference between the desired and the real output at
some steps. This property may be useful when data for some of the concepts is
not available for all steps, or is not available at all.

The results follow in Table 5. Windowing of w[5, 4] was applied.

Table 5. Errors using OSWB with w[5, 4].

IN-SAMPLE OUT-SAMPLE

Size Density MSE MSEattr MSE MSEattr

5 20% 1.06 E-4 1.07 E-7 2.72 E-4 1.08 E-7

40% 1.89 E-4 2.23 E-7 4.12 E-4 2.23 E-7

10 20% 2.13 E-4 1.48 E-7 9.41 E-4 1.48 E-7

40% 3.17 E-4 1.38 E-6 1.05 E-3 1.38 E-6

20 20% 3.77 E-4 1.79 E-6 2.95 E-3 1.79 E-6

40% 5.35 E-4 2.67 E-5 1.96 E-3 2.67 E-5



We conclude that the results are indeed comparable to those achieved using
the 500 epoch OSDR, and using ESWB. In fact, in some cases OSWB even
achieves better results than ESWB.

6 Further Work

Several lines of future investigation may be suggested. There is little doubt that
learning can be made faster and more precise yet by using some of the more
advanced learning methods based on the backpropagation principle, such as
Quickprop, Rprop, or by the Levenberg-Marquardt algorithm. To ascertain how
much effect such methods will have on learning FCMs may form part of future
work.

Also, generalization could be improved by using historical data starting from
several initial states instead of just one sequence of data. It is obvious that one
sequence may not contain all the data required to learn the corresponding matrix
accurately. In cases when more data is available, generalization may be improved
considerably.

It should also be noted that the backpropagation algorithm could be used
to learn even in cases where the activation values of some of the concepts re-
main unknown. Simulation results achieved using the OSWB method indicate
that backpropagation and BPTT in particular can be used effectively in FCM
learning. On the other hand, however, if several concepts are left unspecified,
the learning algorithm will not be able to discriminate between them as it has
no innate understanding of their meaning whatsoever. Therefore this issue will
need some further investigation.

It also remains to be shown how well the learning method will perform when
some of the weights are forced to remain fixed to their initial values.

7 Conclusion

The paper has presented an overview of the state-of-the-art methods for learn-
ing weights of a fuzzy cognitive map. Special emphasis has been put on methods
based on Hebbian learning, which has originally been designed for artificial neu-
ral networks.

Inspired by the success of these approaches, we have proposed and presented
a new method based on the delta rule, and the backpropagation principle, which
has also originally been designed for neural networks. We have given a detailed
description of our approach, and of its several varieties. These have been dis-
cussed, tested by simulation experiments, and compared with data-driven non-
linear Hebbian learning.

It has been shown that the results achieved using the proposed method sur-
pass the accuracy of nonlinear Hebbian learning by several orders of magnitude.

All the varieties of the approach have been tested in turn. The results seem
to indicate that the principle of backpropagation, and especially that of back-
propagation through time can be used effectively in FCM learning. This should



allow us to train the FCM even in cases, where the activation values of certain
concept are not know, or even in cases where values for certain time steps are
missing. However, these ideas need further investigation.

In addition to this, several other potential lines of future research and devel-
opment have been indicated.
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