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Abstract. This paper discusses a transductive version of conformal pre-
dictors. This version is computationally inefficient for big test sets, but
it turns out that apparently crude “Bonferroni predictors” are about as
good in their information efficiency and vastly superior in computational
efficiency.
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1 Introduction

The most standard learning problems are inductive: given a training set of la-
belled objects, the task is to come up with a predictor with a reasonable per-
formance on unknown test objects. In typical transductive problems ([7], Chap-
ter VI, Sections 10-13, [6], Chapter 8) we are given both a training set of labelled
objects and a test set of unlabelled objects; the task is to come up with a pre-
dictor, which may depend on both sets, with a reasonable performance on the
test set. Conformal predictors ([9], Chapter 2) are not transductive in this sense,
although they do have a transductive flavour (see, e.g., [9], pp. 6-7).

The goal of this paper is to introduce a fully transductive version of confor-
mal predictors. The basic definitions are given in Section 2. Section 3 introduces
Bonferroni predictors, a simple and computationally efficient modification of
conformal predictors adapted to the transductive framework. Sections 4 and 5
contain simple theoretical results about transductive conformal predictors and
Bonferroni predictors. Section 6 reports on experimental results. Finally, Sec-
tion 7 concludes.

The expression “transductive conformal predictors” has been used before
(see, e.g., [3]) to refer to what is called “conformal predictors” in [9] and this
paper. This agrees with our terminology, since conformal predictors are a special
case of our transductive conformal predictors corresponding to a test set of size 1.

2 Transductive Conformal Predictors

Let z1 = (z1,91),...,21 = (z1,y1) be a training set and x;41,..., T+, be a test
set. The test set consists of objects z; € X and the training set consists of
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labelled objects, or ezamples, z; = (z;,v;) € Z := X x Y. The object space X,
label space Y, and example space Z := X x Y are fixed throughout the paper;
they are assumed to be measurable spaces.

Transductive conformal predictors are determined by their transductive non-
conformity measures, which are defined as follows. A transductive nonconformity
measure is a measurable function A : Z* x Z* — R such that A(¢q,¢2) does not
depend on the ordering of (. (For the specific transductive nonconformity mea-
sures used in this paper A((1, () will not depend on the ordering of (s either.)
The intuition is that A((y,(2) (the transductive nonconformity score) measures
the lack of conformity of the “test set” (5 to the “training set” (.

The transductive conformal predictor (TCP) corresponding to A finds the
prediction region for the test set z;11,...,Z11x at a significance level € € (0,1)
as follows:

— For each possible set of labels (vy,...,v;) € Y*:
o set y; :=vj_; and z;j := (z;,y;) for j=1+1,..., [ +k;
e compute the transductive nonconformity scores

as = A(2z{1,.. 14k)1\S5 Z5)s

where S ranges over all (I + k)!/l! ordered subsets (si,...,s;) of
{1,...,1 4+ k} of size k, zg stands for the sequence (zs,,...,z2s,) (when
S = (s1,...,8k)), and z{1,. j4%1\s stands for zp, B being any ordering

of {1,...,1+ k}\ S and S’ being the set of all elements of S (it does
not matter which ordering is chosen, by the definition of a transductive
nonconformity measure);

e compute the p-value

[{Sas > aqy1,.. 141}
A = T 1
(L, vk) (I + k)!/k! ’ W

where S ranges, as before, over all (I+k)!/l! ordered subsets of {1,..., I+
k} of size k, and |.. .| stands for the size of a set.
— Output the prediction region

FG(Zh...,Zl7.%‘l+17...,$l+k) = {(Ul,...7vk) EYk|p(’U1,...,Uk) >€} .

(2)

Smoothed TCPs are defined in the same way except that (1) is replaced by

o {S]as > agir, s} +0{S|as = agir, . iin)}]
p(v1,y ..., 0E) = UL ,

where 6 are random variables distributed uniformly on [0,1] (no independence
between different sets of postulated labels vy, ..., v is required, but later on
when we consider the online prediction protocol we will assume that 6 are inde-
pendent between different trials).
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A nonconformity measure can now be defined as the restriction of a trans-
ductive nonconformity measure to the domain Z* x Z (we identify a 1-element
sequence with its only element). Nonconformity measures are well studied and
there are many useful examples of them (see, e.g., [9]).

An interesting class of transductive nonconformity measures can be obtained
from nonconformity measures. Let R be the set of real numbers. A simple non-
conformity aggregator is a function M : R* — R that is symmetric and increas-
ing in each argument. (The requirement that M be symmetric, i.e., M({) not
depend on the ordering of (, is not necessary but convenient for the following
discussion. The requirement that M be increasing in each argument is not nec-
essary either but very natural.) With each nonconformity measure A and simple
nonconformity aggregator M we can associate the transductive nonconformity
measure

Ap (2155 20), (21415 -+ o5 214k)) 7= M(Qugr, - oaq),
where
aj = A((Z1 o5 2 20415 o 215 2t Ly -+ o5 k)5 25),5
j=l+1,...,04+k. (3)
Our experiments in Section 6 use the Nearest Neighbour nonconformity measure

miniZl,.A.,l:yi:y d(l‘, .137,)
MiNG—1, .y, 2y A2, 25)

A((($1,y1), e (l‘l, yl))’ (a:,y)) =

(4)
where d is a distance, and the max nonconformity aggregator
M(ag,...,af) :=max(a,...,q). (5)

Remark 1. Alternatively, we could set a; := A((z1,...,21),2;) in (3) (cf. (12)
below), but this would adversely affect the already low computational efficiency
of TCPs in our experiments in Section 6.

Rank-based Transductive Conformal Predictors

The notion of a simple nonconformity aggregator can be generalized as follows.
A nonconformity aggregator is a function M : R* x R* — R such that M ({3, (2)
depends neither on the ordering of ¢; nor on the ordering on (3. (The most nat-
ural class of nonconformity aggregators is where M ({1, (2) is decreasing in every
element of (; and increasing in every element of (5, but it is too narrow for our
purposes.) With each nonconformity measure A and nonconformity aggregator
M we associate the transductive nonconformity measure

Aty 20)s (it 21n)) 1= M((0, o 00)s (@ Q)
where

@ = A(Z1, ooy Zim 1y Zidk Ly ooy 2Ly Bl Ly« -+ 2Ltk )s Zi)s i=1,...,1, (6)
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and aj41,...,004% are defined by (3). We identify each simple nonconformity
aggregator M with the nonconformity aggregator

MT((Oél, . 70[1), (Ozl+1, .. ';Oél+k)) = M(Ozl+1, .. .,Clirk) .

For transductive nonconformity measures obtained from nonconformity mea-
sures and nonconformity aggregators, the p-value (1) as function of the noncon-
formity scores «; of individual examples reduces to the well-known notion of a
one-sided permutation test (see, e.g., [1], Section 1.7.E). In classical nonparamet-
ric statistics, the most popular permutation tests are rank tests, and we will give
corresponding definitions in our current context. Let N := {1,2,...}. A (simple)
rank aggregator is a function M : N* — N that is symmetric and increasing in
each argument. The corresponding nonconformity aggregator is

M/((Oq, ey Oél), (al+17 [N >al+lc)) = M(Rl+1, ey Rl+k) , (7)
where Ri,..., Ri4 are the ranks of aq,..., a4k, respectively, in the multiset
lag, ..., aq4kS. Formally, R; is defined as

Ri=|{j=1,....0+k|laj <a;}| +1.

If there are no ties (i.e., equal elements in oy, . . ., ag4x ), this is the usual notion
of a rank; in the presence of ties, our definition is somewhat non-standard giving
each tie the smallest of the ranks that it spans. (And this definition causes
a counterintuitive behaviour of the definition (7), where M’ is not necessarily
increasing in «j, j € {{ +1,...,1 + k}, even in the case where M is the max
nonconformity aggregator (5).)

The most popular rank aggregator in classical nonparametric statistics is the
ranksum aggregator

M(Rla"'ka)::R1+"'+Rka (8)

which is used in the Wilcoxon ranksum test (see [11] or [1], Section 1.2). Using
the ranksum aggregator, however, produces very poor results (see Appendix B
of [10] and the right panel of Figure 4) when the efficiency of TCPs is measured
by the number of multiple predictions that they produce, as in this paper (see
Section 6 below).

Notice that the nonconformity aggregator (5) is equivalent (in the sense
of leading to the same TCP) to the rank aggregator M'(Ry,...,Ry) :=
max(Ry,...,Rk). The corresponding TCP will be called the rankmaxz TCP
(and the TCP corresponding to (8) will be called the ranksum TCP).

It is easy to give an explicit representation of the rankmax TCP. Remember
that the size of the training set is [ and the size of the test set is & and suppose
that the value of the rankmaz test statistic max(Ryy1, ..., Riyk) is t. The prob-
ability that a random subset {s1,...,sk} of {1,...,l+ k} of size k will lead to
a value of the test statistic max(Rs,,..., Rs,) of at least ¢ can be found as 1
minus the probability that a random subset of {1,...,l+ k} of size k is covered
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by a fixed subset of {1,...,l + k} of size t — 1 (namely, by the set of indices i
with R; < t). In other words, the p-value is

h (t— 1)
(lgk) I T Y ST ©)

(which is understood to be 1 when ¢ < k).

3 Bonferroni Predictors

Unfortunately, transductive conformal predictors are computationally inefficient,
especially if we want to predict many test objects at once: we have to go over all
[Y|" combinations of labels for the test set. (Even if A((1, ¢2) does not depend on
the ordering of (3, there are no computational savings unless the test set contains
many identical objects.) We next introduce a family of region predictors based
on the idea of the Bonferroni adjustment of p-values. In brief, a Bonferroni
predictor computes a p-value for each test object separately and then combines
the k p-values into one p-value using the Bonferroni formula

p:=min(kpy,...,kpg,1). (10)

The full description of the Bonferroni predictor (BP) corresponding to a non-
conformity measure A is as follows:

— For each object x;, j € {{+1,...,1 + k}, in the test set and each possible
label v € Y:
e set y; = v and z; = (2;,y;);
e compute the nonconformity scores
Q; = A((Zl,...,Zi,1,2i+17...,Zl,Zj),ZZ‘), i:1,...,l, (11)
aj = A((z1,...,21), %) ; (12)

e compute the p-value

pj*l(v) : 1+1 (13)
— Output the prediction region
I+k
(21, oy 2, @1y Tygg) = H {v|pj—i(v) > €/k} , (14)
j=l+1

where € € (0, 1) is the significance level.

Notice that the prediction region (14) output by the BP can be rewritten in the
form (2) if we define

p(v1,...,vg) := min(kpy (v1), ..., kpr(vk), 1) (15)
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(cf. (10)).

It is difficult to compare the rankmax TCP and the corresponding BP the-
oretically, but the following intermediate notion facilitates a comparison. The
semi-Bonferroni predictor (SBP) is defined as follows:

— For each possible set of labels (v1,...,v;) € Y* for the test set:
o set y; :=vj_; and z;j := (z;,y;) for j=1+1,..., [ +k;
e compute nonconformity scores «;, i =1,...,l + k, by

Q; 1= A((Zl,...,Zi,hZH,l,...,ZlJrk),Zi), Z:].,,l-l-k (16)

(cf. (6) and (3); the main difference of (16) from (6) and (3) is that (16)
involves the true training examples and test objects whereas (6) and (3)
involve arbitrary subsets of size [ and k of the union of the training set
and the test set with postulated labels);
e compute the p-value (13) for each j =1+ 1,...,l + k and merge these
p-values using (15).
— Output the prediction region (2).

Notice that the SBP becomes identical to the BP when (16) is replaced by
(11) and (12) for j =1+41,..., 1+ k.

The following lemma shows that SBPs are usually weaker than the corre-
sponding rankmax TCPs. (However, in Remark 2 and Section 6 we will see that
the difference can be surprisingly small.)

Lemma 1. Suppose all nonconformity scores (16) are different. The p-value (9)
produced by a rankmax TCP does not exceed the p-value (15) produced by the
corresponding SBP.

Proof. Let t be the value of the rankmax test statistic, as defined at the end of
Section 2. We are required to prove

H cplthottl

(H];k) I+1

1—

(17)

Indeed, the left-hand side of (17) is identical to (9), and the ratio on the right-
hand side of (17) is the smallest of the p-values (13) over j (cf. (15)). The
statement that the ratio on the right-hand side of (17) is the smallest of the p-
values (13) depends on (16) being all different (in fact, it is sufficient to assume
that the maximum in the definition of the rankmax test statistic ¢ is attained on
only one test object). Notice, however, that the right-hand side of (17) is always
an upper bound on the SBP p-value; this fact will be used in our discussions
below.

We will prove a slightly stronger inequality that (17) replacing the denomi-
nator [ + 1 by [ + k. In principle, ¢ can take any value in {1,...,l 4+ k}, but we
can assume, without loss of generality, that t € {k+1,...,l + k}: if t < k, the
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left-hand side of (17) is 1 by definition and the right-hand side is at least 1 (even
when [ 4 1 is replaced by [ + k). Rewriting (17) (with [ + k in place of [ + 1) as

t—1(t—2)(t—k) _ l+k—t+1
<k ,
k(R - I+k

1-—

(18)

we can assume that ¢ € [k + 1,1+ k]. Since the fraction on the left-hand side of
(18) is a convex function of ¢ (the second derivative is obviously nonnegative)
and for ¢ := k + 1 (18) holds (it becomes k/(I + k) < k/(I + k)), it suffices to
prove that the derivative in t of the left-hand side of (18) at the point | + k is
equal to or exceeds the derivative of the right-hand side:

(L@)/ It —k))ioyyn -1
k(R : “Me

where I' is the gamma function, I'(n) = (n — 1)! for n € N. By the definition of
the digamma function 3, the last inequality can be rewritten as

r(+k) koo (1+Fk
Ao -vw) < pn('1F).
which simplifies to
itk -y <t

The well-known expression for ¢ at the integer values of its argument (see, e.g.,
http://dlmf.nist.gov/5.4.14) allows us to rewrite the last inequality as
1 n 1 T 1 < k
I 1+1 I+k—-17"1"

which is obviously true. a

Remark 2. The proof of Lemma 1 shows that the inequality (17) is strict when-
ever k > 1 (for k = 1 the two p-values coincide). Three factors contribute to
its being strict: the SBP p-value is larger than the rankmax TCP p-value at
t = [+ k; as function of ¢, the SBP p-value has a steeper (negative) slope at
t =1+ k; besides, to the left of t = [ + k the SBP p-value goes in a straight line
whereas the rankmax TCP p-value veers down. This is illustrated in Figure 1 for
I = 1000 and k = 2 (typical values for our experiments reported in Section 6);
the first two factors, however, are not noticeable.

It is plausible that a BP usually produces somewhat smaller p-values (and,
therefore, somewhat smaller prediction regions) than the corresponding SBP:
the only difference is that, when computing p-values, the SBP uses more test
objects with arbitrarily assigned labels, and this may lead to a greater distortion
of the nonconformity scores.
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Fig. 1. Left panel: SBP p-values (the solid red line) and rankmax TCP p-values (the
dashed blue line) for [ = 1000 and k = 2 as functions of ¢. Right panel: the lower right
corner of the left panel.

4 Validity

The strongest notion of validity for conformal and related predictors can be
stated in the online mode. Suppose we are given a sequence of positive integer
numbers ki, ko, ... and the incoming sequence of examples is z1 = (x1,y1), 22 =
(x2,y2), ... set L, := Z::ll k; (in particular, Iy := 0). At trial n = 1,2,... of
the online prediction protocol, Predictor predicts the k,, labels y;_ 41,..., Y1, 1k,
given the [,, examples z1,..., 2, and k, objects x;_41,...,2;,+k,. The predic-
tion is a subset I}, of Y*». It can be multiple (|I},| > 1), singleton (|| = 1),
or empty (|I,] = 0). Predictor makes an error if (yi, +1,--- Y, +k,) ¢ In-

In this section we assume either that the sequence of examples z1, 22, ... is
infinite and the examples are produced independently from the same probability
distribution on Z, or that the sequence of examples is finite, 21,..., 2y, and
produced from an exchangeable probability distribution on Z%.

The following simple result states the validity of TCPs in the online mode;
its proof is standard (see, e.g., [8] or [9], Section 8.7) and is omitted.

Theorem 1. In the online mode, a smoothed TCP makes errors with probabil-
ity € (the significance level) independently at different trials.

A suitable version of validity in the absence of smoothing is conservative
validity, i.e., being dominated by a sequence of independent Bernoulli trials with
probability of success equal to the significance level; for details, see [9], p. 21. By
Theorem 1, TCPs are conservatively valid:

Corollary 1. In the online mode, each TCP is conservatively valid.
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Proof. Each TCP is conservatively valid since it can only make an error when
the corresponding smoothed TCP (i.e., the smoothed TCP based on the same
transductive nonconformity measure) makes an error. O

Lemma 1 suggests that SBPs can be regarded as conservatively valid for
practical purposes, since an SBP can make an error only when the corresponding
rankmax TCP makes an error, unless there are ties among nonconformity scores.
(However, in general, it is not always true that an SBP can make an error only
when the corresponding rankmax TCP makes an error. Consider, e.g., the case
where £ = 2 and the nonconformity scores of the two test examples are equal
and exceed the nonconformity scores of all training examples; in this case, the
SBP p-value will be smaller than the rankmax TCP p-value unless [ = 1.)

Theorem 2. In the online mode, each BP is conservatively valid.

Proof (sketch). The proof follows the scheme of the proof in Appendix A.1 of [8].
Given the bag z1,. .., 21, 1+, | and under the assumption of exchangeability, the
probability that the BP will make an error at trial n for a given test example
(e.g., for the second example in the test set) is at most €/k,. Therefore, the
probability that it will make an error for some of the k, test examples is at
most €. We can increase the indicator function of making an error to obtain
a Bernoulli random variable with probability of success equal to e (this might
involve extending the probability space). It remains to notice that whether an
error is made at trial n is determined by the bag (z1,...,2,, | and examples
2,41y - - -3 2,4k, (cf. Lemma 2 in [8]). O

5 Universality

A transductive confidence predictor is a measurable strategy for Predictor in the
online prediction protocol (as described in the previous section) depending on a
parameter € € (0,1) (the significance level) in such a way that for each training
set and each test set the prediction at a larger significance level is a subset
of the prediction at a smaller significance level. We say that the transductive
confidence predictor is conservatively valid if the sequence of errors that it makes
at any significance level € is dominated by a sequence of independent Bernoulli
trials with probability of success e. We say that it is invariant if, when fed
with examples z1,..., 2, and objects z;, +1,...,%1, +k, at any trial n, it issues
the same prediction regardless of the ordering of 21, ..., 2. And we say that a
transductive confidence predictor I is at least as good as another transductive
confidence predictor I'” if at any significance level € the prediction region issued
by I is completely covered by the prediction region issued by I'”. The following
result, whose proof is omitted in this version of the paper, can be proved similarly
to Theorem 2.6 in [9].

Theorem 3. Suppose Z is a Borel space. For any conservatively valid trans-
ductive confidence predictor I' there exists a transductive conformal predictor I
that is at least as good as I.
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Fig. 2. Left panel: the performance of the rankmax TCP based on Nearest Neighbour
for tangent distance on the USPS data set (randomly permuted) for the size k = 2
of test sets and significance level 5%. The cumulative errors are shown with a solid
red line, multiple predictions with a dashed black line, and empty predictions with a
dash-dot blue line. Right panel: the analogous picture for the BP.

Theorem 3 says that TCPs are universal in the sense of dominating all con-
servatively valid transductive confidence predictors. In particular, for any BP
there is a TCP that is at least as good as that BP. However, in the next section
we will see that the rankmax TCP corresponding to the same nonconformity
measure does not always satisfy this property.

6 Experiments

In our experiments we will use the standard USPS data set of hand-written digits.
The training set (7291 examples) is merged with the test set (2007 examples)
and the resulting data set of 9298 examples is randomly permuted, to make
sure the assumption of exchangeability is satisfied. The prediction protocol is
online. In a typical scenario the digits might arrive in batches of k = 5 digits
and represent American zip codes (in this case, however, the exchangeability
assumption is only a crude approximation, since the digits within the same zip
code are likely to be written by the same person). However, the TCP and SBP
are too computationally inefficient to be applied in this case, and for comparing
them with the BP we first consider online prediction of batches of k = 2 digits;
intuitively, our task is to recognize a two-digit number.

We always use the Nearest Neighbour nonconformity measure (4), where d
is tangent distance [5], and study empirically the corresponding rankmax TCP,
SBP, and BP. As the significance level we always take 5%. The left panel of
Figure 2 shows the performance of the rankmax TCP using three functions:
the cumulative number of errors made over the trials 1,...,n as function of n,
the cumulative number of multiple predictions made over the trials 1,...,n as
function of n, and the cumulative number of empty predictions over the trials
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Fig. 3. Left panel: the p-values produced by an SBP vs the p-values produced by the
corresponding rankmax TCP (the solid blue line) for the size { = 1000 of the training
set and k = 2 of the test set. Right panel: the lower left corner of the left panel.

1,...,n as function of n. The performance of the SBP and BP as measured
by these functions is very similar; only the latter is shown in the right panel
of Figure 2, but all three graphs are visually indistinguishable. The BP even
makes 2 fewer multiple predictions than the rankmax TCP, which confirms the
claim made in Section 5 that the rankmax TCP corresponding to the same
nonconformity measure as a given BP is not always at least as good as that BP.
(It is not true in general that the BP always makes fewer multiple predictions
than the corresponding rankmax TCP. It just happens to be true for tangent
distance and seed 0 for the MATLAB pseudorandom number generator; e.g., the
BP makes slightly more multiple predictions for Euclidean distance and seed 0.)
The SBP makes one more multiple prediction than the rankmax TCP, which
agrees with Lemma 1.

The cause of the similarity between the plots of the type shown in Figure 2 for
the rankmax TCP and corresponding SBP is illustrated by Figure 3 (essentially
a version of Figure 1), which shows the p-values produced by the SBP plotted
against the respective p-values produced by the corresponding rankmax TCP,
assuming there are no ties among the nonconformity scores. When the p-values
are small, they are remarkably close to each other. And even without making
any assumptions, we can still see that the SBP p-values are never significantly
worse than the respective rankmax TCP p-values, assuming the latter are not
too large.

The main advantage of BPs is that they are much more computationally
efficient than both TCPs and SBPs. Because of their computational efficiency,
it is very easy to produce the analogue of the right panel of Figure 2 for £ =5
(as in American zip codes): see the left panel of Figure 4; but it is not clear at
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Fig. 4. Left panel: the performance of the BP for the size k = 5 of test sets. Right
panel: the performance of the ranksum TCP for k = 2 (very poor). The setting is
as in Figure 2: the prediction algorithms are based on Nearest Neighbour and tangent
distance; the cumulative errors are shown with a solid red line, multiple predictions with
a dashed black line, and empty predictions with a dash-dot blue line; the significance
level is 5%.

all how to make the computations for rankmax TCPs and SBPs feasible, even
for moderately large k.

7 Conclusion

Based on our theoretical and empirical results, the preliminary recommenda-
tion is to use Bonferroni predictors in transductive problems: as compared to
rankmax TCPs and SBPs, they enjoy the same theoretical validity guarantees,
have comparable predictive performance empirically, but are much more com-
putationally efficient.

The conclusion is preliminary since our empirical comparison in Section 6
only covers TCPs for a small size k of the test set, namely & = 2. The computa-
tional inefficiency of TCPs greatly complicates their empirical comparison with
the BPs and SBPs for large values of k.

The comparison is much more straightforward in the case of transductive and
Bonferroni extensions of inductive conformal predictors ([4]; [9], Section 4.1), and
it can be shown that the two extensions produce similar p-values in practically
important cases: see [10], Appendix A, for details.

Acknowledgments 1 am grateful to Harris Papadopoulos for a discussion
at COPA 2012 that rekindled my interest in transduction. Thanks to Wouter
Koolen for illuminating discussions and for writing a MATLAB program for the
Wilcoxon ranksum test (the standard programs in MATLAB and R produce
unsatisfactory results in the default mode and are prohibitively slow in the ex-
act mode). My thanks also go to the COPA 2013 reviewers, whose comments



Transductive Conformal Predictors 13

have helped me in improving the presentation and suggested new directions of
research. In my experiments I used the C program for computing tangent dis-
tance written by Daniel Keysers and adapted to MATLAB by Aditi Krishn.
This work was partially supported by the Cyprus Research Promotion Foun-
dation (research contract TPE/ORIZO/0609(BIE)/24) and by EPSRC (grant
EP/K033344/1).

References

10.

11.

Lehmann, E.L.: Nonparametrics: Statistical Methods Based on Ranks. Springer,
New York, revised first edn. (2006)

. National Institute of Standards and Technology: Digital library of mathematical

functions (1 October 2012), http://dlmf .nist.gov/

Nouretdinov, I., Costafreda, S.G., Gammerman, A., Chervonenkis, A., Vovk, V.,
Vapnik, V., Fu, C.H.Y.: Machine learning classification with confidence: Applica-
tion of transductive conformal predictors to MRI-based diagnostic and prognostic
markers in depression. Neuroimage 56, 809-813 (2011)

Papadopoulos, H., Vovk, V., Gammerman, A.: Qualified predictions for large data
sets in the case of pattern recognition. In: Proceedings of the First International
Conference on Machine Learning and Applications. pp. 159-163. CSREA Press,
Las Vegas, NV (2002)

Simard, P., LeCun, Y., Denker, J.: Efficient pattern recognition using a new trans-
formation distance. In: Hanson, S., Cowan, J., Giles, C. (eds.) Advances in Neural
Information Processing Systems. vol. 5, pp. 50-58. Morgan Kaufmann, San Mateo,
CA (1993)

Vapnik, V.N.: Statistical Learning Theory. Wiley, New York (1998)

Vapnik, V.N., Chervonenkis, A.Y.: Theory of Pattern Recognition (in Rus-
sian). Nauka, Moscow (1974), German translation: Theorie der Zeichenerkennung,
Akademie, Berlin, 1979

Vovk, V.: On-line Confidence Machines are well-calibrated. In: Proceedings of the
Forty Third Annual Symposium on Foundations of Computer Science. pp. 187-196.
IEEE Computer Society, Los Alamitos, CA (2002)

Vovk, V., Gammerman, A., Shafer, G.: Algorithmic Learning in a Random World.
Springer, New York (2005)

Vovk, V.: Transductive conformal predictors, On-line Compression Modelling
project (New Series), http://alrw.net, Working Paper 8 (2013), an extended
version of this paper

Wilcoxon, F.: Individual comparisons by ranking methods. Biometrics Bulletin 1,
80-83 (1945)



