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ABSTRACT
We study the computation of relations between elements of a �nite-
dimensional K[x]-module. �e la�er is a quotient K[x]n/M speci-
�ed by a basisM ∈ K[x]n×n ofM. �en, on input F ∈ K[x]m×n , we
seek canonical bases of the set of relations p ∈ K[x]1×m such that
pF = 0 mod M. �is generalizes the computation of approximant
bases, where the basis M is a diagonal of powers of x .

Focusing on a Hermite basis M, our algorithm exploits the trian-
gular shape to follow the divide-and-conquer approach used in fast
approximant basis computation. Besides recent techniques for this
approach, we rely on high-order li�ing to perform fast modular
products of the form PF mod M.

Our algorithm has a cost bound of O˜(mω−1D + nωD/m) opera-
tions in K, where D = deg(det(M)) is the dimension of K[x]n/M,
O˜(·) indicates that logarithmic factors are omi�ed, and ω is the
exponent of matrix multiplication. To the best of our knowledge,
this had previously only been achieved for a diagonal matrix M.

As a particular case, our algorithm computes the shi�ed Popov
form of M within the same cost bound, up to logarithmic factors,
as the previously fastest known algorithm, which is randomized.

KEYWORDS
Polynomial matrix; shi�ed Popov form; division with remainder;
univariate equations; syzygy module.

1 INTRODUCTION
In what follows, K is a �eld, K[x] denotes the set of univariate
polynomials in x over K, and K[x]m×n denotes the set of m × n
(univariate) polynomial matrices.

Relations. In this paper, we place ourselves in a univariate se�ing
and we study the following type of relations, also known as syzygies.

We are given a (free) K[x]-submoduleM ⊆ K[x]n of rank n,
speci�ed by one of its bases, represented as the rows of a nonsin-
gular matrix M ∈ K[x]n×n . In addition, we are given m elements
f1, . . . , fm ∈ K[x]n/M, represented as a matrix F ∈ K[x]m×n . �e
kernel of the module morphism

φM, f : K[x]m → K[x]n/M
(p1, . . . ,pm ) 7→ p1 f1 + · · · + pm fm

,

formed by relations between the elements, is known as a syzygy
module [10]. Following the matrix viewpoint above, we write it as

Rel(M, F) = {p ∈ K[x]1×m | pF = 0 mod M},

where the notation A = 0 mod M stands for “A = QM for some Q”,
or in other words, the rows of A are inM. In what follows, the
elements of Rel(M, F) are called relations of Rel(M, F).

Examples of such relations are the following.

• Hermite-Padé approximants: these are relations for n = 1
andM = xDK[x]; that is, given polynomials f1, . . . , fm
moduloxD , the corresponding Hermite-Padé approximants
are the vectors (p1, . . . ,pm ) ∈ K[x]m such that

p1 f1 + · · · + pm fm = 0 mod xD .

Fast algorithms for �nding this type of approximants in-
clude [3, 15, 19, 31, 37].

• Multipoint Padé approximants: the fast computation of
relations when M is a product of ideals, corresponding
to a diagonal basis M = diag(M1, . . . ,Mn ), was studied
in [2, 4, 19, 20, 26, 32]. Many of these references focus
M1, . . . ,Mn which split over K with known roots and mul-
tiplicities; then, relations are known as multipoint Padé
approximants [1], or also interpolants in [4, 20]. Here, a
relation can be thought of as a solution to a linear system
over K[x] in which the jth equation is modulo Mj .

Canonical relation bases. �e module Rel(M, F) is free of rankm
since we have the inclusions K[x]m ⊆ Rel(M, F) ⊆ det(M)K[x]m
[8, Sec. 12.1, �m. 4]. Hence, any of its bases can be represented as
(the rows of) a nonsingular matrix in K[x]m×m , herea�er called a
relation basis for Rel(M, F).

We are speci�cally interested in computing bases that have good
properties with regards to the computations that we will perform
to obtain them, and also that we may perform once we have them.
For this, we will use the notion of shi�ed Popov bases [5, 27]. Such a
basis is canonical in terms of the module it generates and of a shi�,
which is a tuple s ∈ Zn that speci�es a monomial order on K[x]n .
Furthermore, the degrees in shi�ed Popov bases are well controlled,
which helps both to compute them faster than other families of
bases (see [19] and [25, Sec. 1.2.2]), and to use them for further fast
computations (see for example [28, �m. 12]). Having a shi�ed
Popov basis of a submodule ofM ⊆ K[x]n is particularly useful
for e�ciently performing computations in the quotient K[x]n/M,
as can be observed in Section 3 of this paper.

Before formally de�ning shi�ed Popov bases, we note that they
coincide with Gröbner bases for K[x]-submodules of K[x]n , for
a term-over-position monomial order on K[x]n weighted by the
entries of the shi� [9, Chap. 15]. For more details about this link,
we refer to [24, Chap. 6] or [25, Chap. 1] (the former is in a di�erent
context but directly carries over to our situation here).

For a shi� s = (s1, . . . , sn ) ∈ Zn , the s-degree of a row vector
p = [p1, . . . ,pn] ∈ K[x]1×n is max16j6n (deg(pj ) + sj ); the s-row
degree of a matrix P ∈ K[x]m×n is rdegs (P) = (d1, . . . ,dm ) with
di the s-degree of the ith row of P. �en, the s-leading matrix of
P = [pi, j ]i j is the matrix lms (P) ∈ Km×n whose entry (i, j ) is the
coe�cient of degree di − sj of pi, j . Similarly, the list of column
degrees of a matrix P is denoted by cdeg (P).

We will use the following de�nitions from [5, 21].



De�nition 1.1. Let P ∈ K[x]m×m be nonsingular, and let s ∈ Zm .
�en, P is said to be in

• s-reduced form if lms (P) is invertible;
• s-Popov form if lms (P) is unit lower triangular and lm0 (PT)

is the identity matrix.

Herea�er, when we introduce a matrix by saying that it is reduced,
it is understood that it is nonsingular. Similar forms can be de�ned
for when one considers modules generated by the columns of a
matrix rather than by its rows; in the context of polynomial matrix
division with remainder, we will use the notion of P in column
reduced form, meaning that lm0 (PT) is invertible. In particular, any
matrix in shi�ed Popov form is column reduced.

Considering relation bases P for Rel(M, F) in shi�ed Popov form
o�ers a strong control over the degrees of their entries. As shi�ed
(row) reduced bases, they satisfy the predictable degree property (see
[12]), which is at the core of the correctness of a divide-and-conquer
approach behind most algorithms for the two speci�c situations
described above (see for example [3, 15, 16, 20]). In addition, being
column reduced matrices they have small average column degree,
which is central in the e�ciency of fast algorithms for non-uniform
shi�s [19, 26]. Indeed, we will see in Lemma 2.3 that

|cdeg (P) | = deg(det(P)) 6 deg(det(M)),

where | · | denotes the sum of the entries of a tuple, and the com-
parison of tuples is componentwise.

Another canonical form will have a central place in our work: a
matrix M ∈ K[x]n×n is in Hermite form if M is upper triangular and
lm0 (PT) is the identity matrix. We remark that, if d > deg(det(M))
then M is equivalently in (dn,d (n − 1), . . . ,d )-Popov form. �us,
one motivation for considering non-uniform shi�s is to handle the
computation of relation bases in Hermite form. To summarize, we
are interested in the design of fast algorithms for Problem 1.

Problem 1. Relation basis
Input:
• nonsingular matrix M ∈ K[x]n×n ,
• matrix F ∈ K[x]m×n ,
• shi� s ∈ Zm .

Output:
• the s-Popov relation basis P ∈ K[x]m×m

for Rel(M, F).

Relations modulo Hermite forms. Our main focus is on the case
where M is in Hermite form and F is already reduced modulo M.

Theorem 1.2. If M is in Hermite form with cdeg (F) < cdeg (M),
there is a deterministic algorithm which solves Problem 1 using

Õ (mω−1D + nωD/m)

operations in K, where D = deg(det(M)) = |cdeg (M) |.

�e algorithm and the proof corresponding to this result can be
found in Section 5. Here,ω is so that we can multiplym×m matrices
over K in O (mω ) operations in K, the best known bound being
ω < 2.38 [7, 23]; in this paper, we only consider the caseω > 2. �e

notation O˜(·) means that we have omi�ed the logarithmic factors
in the asymptotic bound.

To put this cost bound in perspective, the number of �eld ele-
ments used to represent the input F and M is at most (m+n)D. �e
output basis is represented using at most mD elements. Most o�en
we have n ∈ O (m), and then the cost O˜(mω−1D) is satisfactory.

To the best of our knowledge, previous algorithms with a com-
parable cost bound focus on the case of a diagonal matrix M.

�e case of minimal approximant bases M = xd In has concen-
trated a lot of a�ention. A�er a �rst algorithm with cost quasi-linear
in d was given [3], several improvements have achieved the cost
bound O˜(mω−1nd ) = O˜(mω−1D) [15, 30, 37] under some assump-
tion on the dimensions or on the shi�.

In [20], the divide-and-conquer approach of [3] was carried over
and made e�cient in the more general case of interpolant bases
M = diag(M1, . . . ,Mn ) where the polynomials Mi split over K
with known linear factors. Augmenting this approach with a new
strategy focusing on degree information to e�ciently compute the
shi�ed Popov bases for arbitrary shi�s, the cost bound O˜(mω−1D)
was obtained in [19] for such M.

�en, the case of a diagonal matrix M = diag(M1, . . . ,Mn ), with
no assumption on the Mi ’s, was dealt with in [26] with the cost
bound O˜(mω−1D + nωD/m). �e main ingredient used therein, in
addition to adapting tools developed for interpolant bases, was an
e�cient algorithm for the case n = 1, that is, when solving a single
linear equation modulo a polynomial in K[x].

Here, we obtain the same cost bound as [26] for any matrix M
in Hermite form. We remark that the cost O˜(mω−1D), achieved
for interpolant bases, is out of aim: when n �m, the mere number
of �eld elements used to represent the input matrix M may be nD.

For more details and comparison with earlier algorithms focusing
on speci�c cases of diagonal matrices M, we refer the reader to [26,
Sec. 1.2] and in particular Table 2 therein.

Our algorithm essentially follows the approach of [26]. In par-
ticular, it uses the algorithm developed there for n = 1. However,
working modulo Hermite forms instead of diagonal matrices makes
the computation of residuals much more involved. �e residual
is a modular product PF mod M which is computed a�er the �rst
recursive call and is to be used as an input replacing F for the second
recursive call. When M is diagonal, its computation boils down to
the multiplication of P and F, although some care has to be taken
to account for their possibly unbalanced column degrees. However,
when M is a Hermite form, computing PF mod M becomes a much
greater challenge: we actually have to e�ciently compute a matrix
remainder instead of simply taking polynomial remainders for each
column separately, while still taking the unbalanced degrees into
account. Designing a fast algorithm for computing these residuals
is the object of Section 3.

Shi�ed Popov forms of matrices. An important particular case
of Problem 1 is the following question: given a shi� s ∈ Zn and
a nonsingular matrix M ∈ K[x]n×n , compute its s-Popov form.
Indeed, M is a relation basis for Rel(M, In ) (see Lemma 2.6), and
therefore the s-Popov relation basis for Rel(M, In ) is the s-Popov
form of M.

To compute this relation basis e�ciently, we start by computing
the Hermite form H of M, which can be done deterministically in
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O˜(nω dDM/ne) operations [22]. Here,DM is the generic determinant
bound [17]; writing M = [ai j ], this is de�ned as

DM = max
π ∈Sn

∑
16i6n

deg(ai,πi )

where Sn is the set of permutations of {1, . . . ,n}, and where

deg(p) =
{

0 if p = 0
deg(p) if p , 0 .

In particular, DM/n is bounded from above by both the average of
the degrees of the columns of M and that of its rows. For more
details about this quantity, we refer to [17, Sec. 6] and [22, Sec. 2.3].

Since the rows of H generate the same module as M, we have
Rel(M, In ) = Rel(H, In ) (see Lemma 2.4). �en, applying our algo-
rithm for relations modulo H has a cost of O˜(nω−1 deg(det(H)))
operations, according to �eorem 1.2. �is yields the next result.

Theorem 1.3. Given a nonsingular matrix M ∈ K[x]n×n and a
shi� s ∈ Zn , there is a deterministic algorithm which computes the
s-Popov form of M using

Õ (nω dDM/ne) ⊆ Õ (n
ω deg(M))

operations in K.

A similar cost bound was obtained in [26], yet with a randomized
algorithm. In [26], the approach to obtain the shi�ed Popov form
is that of the randomized algorithm of [18] to compute Hermite
forms. Namely, the �rst step is to compute the Smith form S of M
along with a matrix F such that M is a relation basis for Rel(S, F).
One is le� with a relation basis problem modulo a diagonal, solved
e�ciently and deterministically �rst in [18] when some output
degree information is known, and then in [26] in general. For a
more detailed comparison with earlier row reduction and Popov
forms algorithms, we refer to [26, Sec. 1.1] and Table 1 therein.

Here, relying on the deterministic computation of the Hermite
form of M, our algorithm for relation bases modulo Hermite bases
allows us to circumvent the computation of S, for which the cur-
rently fastest known algorithm is Las Vegas randomized [29].

General relation bases. To solve the general case of Problem 1,
one can proceed as follows:

• �nd the Hermite form H of M, which costs O˜(nω dDM/ne);
• reduce F modulo H, for example using Algorithm 1 which

costs O˜((mω + nω ) (dD/ne + deg(F))) in this case;
• apply Algorithm 5 for relations modulo a Hermite form.

Outline. We �rst present a few basic results about relation bases
in Section 2. �en, we focus on the fast computation of residuals
PF mod M in Section 3, using in particular high-order li�ing to
handle the unbalanced column degrees in P. A�er that, in Section 4
we explain how three situations can be directly dealt with using
results from the literature: when n = 1, when the column degree of
the output basis is known a priori, and when D 6 m. Finally, we
give our algorithm for relations modulo Hermite forms in Section 5.

2 PRELIMINARIES
Division with remainder for polynomial matrices will be central in
this paper, since Problem 1 involves working modulo a matrix M.

Theorem 2.1. Let M ∈ K[x]n×n be column reduced. �en, for any
F ∈ K[x]m×n , there exist unique polynomial matrices (Q,R) such
that F = QM + R and cdeg (R) < cdeg (M).

For more details, we refer to [13, Sec. IV.§2] and [21, �m. 6.3-15].
As a consequence, we have the following description K[x]n/M
according to the degrees in a column reduced basis ofM.

Lemma 2.2. LetM be a K[x]-submodule of K[x]n of rank n. Let
M ∈ K[x]n×n whose rows form a basis ofM and which is in column
reduced form. Let (d1, . . . ,dn ) = cdeg (M). �en,

K[x]n/M � K[x]/(xd1 ) × · · · × K[x]/(xdn ),
and in particular, the dimension of K[x]n/M as a K-vector space is
d1 + · · · + dn = deg(det(M)).

�is allows us to bound the degree of the determinant of a rela-
tion basis, and therefore the sum of column degrees of any column
reduced relation basis; for example, a shi�ed Popov relation basis.
�is control of the average column degree of the basis P will be
central in the e�ciency of our algorithms.

Lemma 2.3. Let F ∈ K[x]m×n , and let M ∈ K[x]n×n be nonsingu-
lar. �en, any relation basis P ∈ K[x]m×m for Rel(M, F) is such that
deg(det(P)) 6 deg(det(M)). In particular, if P is 0-column reduced,
then |cdeg (P) | 6 deg(det(M)).

Proof. Since all relation bases for Rel(M, F) have the same de-
terminant up to a multiplicative constant from K, we may assume
without loss of generality that P is 0-column reduced. �en, we have
|cdeg (P) | = deg(det(P)), and Lemma 2.2 ensures that deg(det(P))
is the vector space dimension of K[x]m/Rel(M, F).

On the other hand, Rel(M, F) being the kernel of the morphism
φM, f (see Section 1), we have that K[x]m/Rel(M, F) is isomorphic
to a submodule of K[x]n/M, whereM is the row space M. �us,
deg(det(P)) is at most the vector space dimension of K[x]m/M,
which is deg(det(M)) according to Lemma 2.2. �

�e next lemma formalizes the facts that, when computing rela-
tions of Rel(M, F),

• any other basis of the module generated by M may be used
(UM for U unimodular);

• the set of relations is not changed if F and M are both
right-multiplied by the same nonsingular matrix;

• the input F may be considered modulo M.
Lemma 2.4. Let F ∈ K[x]m×n , and let M ∈ K[x]n×n be non-

singular. �en, for any nonsingular A ∈ K[x]n×n , any matrix
B ∈ K[x]m×n , and any unimodular U ∈ K[x]m×m , we have

Rel(M, F) = Rel(UM, F) = Rel(MA, FA) = Rel(M, F + BM).

As we will see now, a consequence is that we may easily discard
the identity columns in M; in our algorithms, where we work with
M in shi�ed Popov form, this means that we can assume that all
entries of cdeg (M) are positive.

Corollary 2.5. Let F ∈ K[x]m×n , and let M ∈ K[x]n×n be
nonsingular. Suppose that M has at least k ∈ Z>0 identity columns,
and that the corresponding columns of F are zero. �en, let π ∈ Kn×n

denote a permutation matrix such that

π−1Mπ =
[
Ik B
0 N

]
and Fπ =

[
0 G

]
,
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where G ∈ K[x]m×(n−k ) . �en, Rel(M, F) = Rel(N,G).

Proof. According to Lemma 2.4, we have

π−1MπA =
[
Ik 0
0 N

]
with A =

[
Ik −B
0 In−k

]
,

hence Rel(M, F) = Rel(diag(Ik ,N), FπA), where FπA = [0 G]. �

An important consequence of Lemma 2.4 concerns the use of re-
lation basis algorithms to compute shi�ed Popov forms of matrices.
Lemma 2.4 together with the next lemma show that to obtain the
s-Popov form of M it is correct to �rst compute the Hermite form
H of M and then return the s-Popov relation basis for Rel(H, Im ).

Lemma 2.6. Let M ∈ K[x]m×m be nonsingular. �en, M is a
relation basis for Rel(M, Im ). As a consequence, for s ∈ Zm , the
s-Popov form of M is the s-Popov relation basis for Rel(UM, Im ), for
any unimodular matrix U ∈ K[x]n×n .

Proof. Let P ∈ K[x]m×m be a relation basis for Rel(M, Im ).
�en, PIm = QM for some Q ∈ K[x]m×m . On the other hand,
since the rows of M belong to Rel(M, Im ), we have M = RP for
some R ∈ K[x]m×m . Since P is nonsingular, P = QRP implies that
QR = Im , and therefore R is unimodular. Hence, M = RP is a
relation basis for Rel(M, Im ). �

3 COMPUTING MODULAR PRODUCTS
In this section, we focus on algorithms for division with remainder
for matrices, aiming at achieving fast computation of modular
products such as those that arise in our relation basis algorithm.

3.1 Fast division with remainder
In what follows, we will write F quoM and F remM for the quotient
and the remainder in the division of F by M.

�e fast division algorithm for univariate polynomials starts by
computing the reversed quotient via Newton iteration, and then
deduces the remainder [14, Chap. 9]. �is directly translates into
the context of polynomial matrices, as was noted for example in
the proof of [15, Lem. 3.4] or in [36, Chap. 10].

In the la�er reference, it is showed how to e�ciently compute
the remainder E remM where E is a matrix as in Eq. (1); this is
not general enough for our purpose. Other algorithms for matrix
division have been discussed, such as in [6, 11, 33–35], yet none
seems to achieve the speed we desire. �us, the aim of this section
is to detail this extension of fast polynomial division to fast matrix
division, so as to prepare the ground for tackling the computation
of residuals in Section 3.2.

As said above, our division algorithm will �rst compute the
quotient. In the next lemma, we show that the degrees of its entries
are well controlled. �is follows from the reducedness of the divisor,
which ensures that when it is multiplied by the quotient no high-
degree cancellation can occur.

Lemma 3.1. Let M ∈ K[x]n×n , F ∈ K[x]m×n , and δ ∈ Z>0 be
such that M is column reduced and cdeg (F) < cdeg (M) + (δ , . . . ,δ ).
�en, deg(F quoM) < δ .

Proof. Writing d = cdeg (M) ∈ Zn>0, we remark that the 0-
column leading matrix of M is equal to its −d-row leading matrix;

that is, lm0 (MT)T = lm−d (M). �us, M being 0-column reduced, it
is also −d-row reduced.

�is reducedness implies that the predictable degree property
holds [21, �m. 6.3-13] when multiplying M. Let Q,R ∈ K[x]m×n
denote the quotient and remainder in the division of F by M: since
rdeg−d (M) = 0, this property states that rdeg−d (QM) = rdeg0 (Q).

On the other hand, our assumption cdeg (F) < d+ (δ , . . . ,δ ) and
the fact that cdeg (R) < d imply that cdeg (F − R) < d + (d, . . . ,d ),
hence rdeg−d (F − R) < (δ , . . . ,δ ). Since F − R = QM, from the
identity in the previous paragraph we obtain rdeg0 (Q) < (δ , . . . ,δ ),
and therefore deg(Q) < δ . �

�is implies the following result concerning modular products.

Corollary 3.2. Let M ∈ K[x]n×n and F ∈ K[x]m×n be such that
M is column reduced and cdeg (F) < cdeg (M), and let P ∈ K[x]k×m .
�en, rdeg ((PF) quoM) < rdeg (P).

Proof. For the casek = 1, the inequality follows from Lemma 3.1
since cdeg (PF) 6 (δ , . . . ,δ ) + cdeg (F) < (δ , . . . ,δ ) + cdeg (M),
where δ = deg(P). �en, the general case k ∈ Z>0 follows by
considering separately each row of P. �

Going back to the division F = QM + R, to obtain the reversed
quotient we will right-multiply the reversed F by an expansion
of the inverse of the reversed M. �is operation is e�ciently per-
formed by means of high-order li�ing; we will use the next result.

Lemma 3.3. Let M ∈ K[x]n×n with M(0) nonsingular, and let
F ∈ K[x]m×n . �en, de�ning d = d|cdeg (M) |/ne, the truncated
x-adic expansion FM−1 mod xkd can be computed deterministically
using O˜(dmk/nenωd ) operations in K.

�is is a minor extension of [29, Prop. 15], incorporating the average
column degree of the matrix M instead of the largest degree of its
entries. �is can be done by means of partial column linearization
[17, Sec. 6], as follows. One �rst expands the high-degree columns
of M and inserts elementary rows to obtain a matrix M ∈ K[x]n×n
such that n 6 n < 2n, deg(M) 6 δ , and M−1 is the n × n principal
leading submatrix of M−1 [17, �m. 10 and Cor. 2]. �en, de�ning
F = [F 0] ∈ K[x]m×n , we have that FM−1 is the submatrix of
FM−1 formed by its �rst n columns. �us, the sought truncated
expansion is obtained by computing FM−1 mod xkδ , which is done
e�ciently by [29, Alg. 4] with the choice X = xδ ; this is valid since
this polynomial is coprime to det(M) = det(M) and its degree is at
least the degree of M.

Proposition 3.4. Algorithm 1 is correct. Assuming that both
mδ and n are in O (D), where D = |cdeg (M) |, this algorithm uses
O˜(dm/nenω−1D) operations in K.

Proof. Let Q and R denote the quotient and remainder in the
division of F by M. Writing cdeg (M) = (d1, . . . ,dn ), we have the
bounds cdeg (F) < (δ + d1, . . . ,δ + dn ), cdeg (R) < (d1, . . . ,dn ),
and deg(Q) < δ according to Lemma 3.1. �us, we can de�ne the
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Algorithm 1. PM-�oRem
Input:

• M ∈ K[x]n×n column reduced,
• F ∈ K[x]m×n ,
• δ ∈ Z>0 such that cdeg (F) < cdeg (M) + (δ , . . . ,δ ).

Output: the quotient F quoM and the remainder F remM.
1. /* reverse order of coefficients */

(d1, . . . ,dn ) ← cdeg (M)

Mrev = M(x−1) diag(xd1 , . . . ,xdn )

Frev = F(x−1) diag(xδ+d1−1, . . . ,xδ+dn−1)
2. /* compute quotient via expansion */

Qrev ← FrevM−1
rev mod xδ

Q← xδ−1Qrev (x−1)
3. Return (Q, F − QM)

reversals of these polynomial matrices as

Mrev = M(x−1) diag(xd1 , . . . ,xdn ),

Frev = F(x−1) diag(xδ+d1−1, . . . ,xδ+dn−1),

Qrev = xδ−1Q(x−1),

Rrev = R(x−1) diag(xd1−1, . . . ,xdn−1),

for which the same degree bounds hold. �en, right-multiplying
both sides of the identity F(x−1) = Q(x−1)M(x−1) + R(x−1) by
the matrix diag(xδ+d1−1, . . . ,xδ+dn−1) (which is nonsingular), we
obtain Frev = QrevMrev + xδRrev.

Now, note that the constant term Mrev (0) ∈ Kn×n is equal to
the column leading matrix of M, which is invertible since M is
column reduced, hence Mrev is invertible (over the fractions). �us,
since deg(Qrev) < δ , this reversed quotient matrix is completely
determined from the truncated expansionQrev = FrevM−1

rev mod xδ ;
this proves the correctness of the algorithm.

Concerning the cost bound, Step 2 uses O˜(d(mδ )/(nd )enωd )
operations according to Lemma 3.3, where d = dD/ne. Our assump-
tions imply d ∈ Θ(D/n) as well as mδ/(nd ) ∈ O (1), so that this
cost bound is in O˜(nω−1D).

In Step 3, we multiply them × n matrix Q of degree less than δ
with the n×n matrix M such that |cdeg (M) | = D. First consider the
casem 6 n. To perform this product e�ciently, we expand the rows
of Q so as to obtain a O (n) × n matrix Q of degree in O (dmδ/ne)
and such that QF is easily retrieved from QF (see Section 3.2 for
more details about how such column expansions are carried out).
�us, this product is done in O˜(nω−1D), since dmδ/ne ∈ O (D/n).
On the other hand, ifm > n, we have δ ∈ O (D/m) ⊆ O (D/n). �us,
computing the product QF uses dm/ne products of n × n matrices
of degree O (D/n), which cost each O˜(nω−1D) operations; hence
the total cost O˜(mnω−2D) whenm > n. �

3.2 Fast residual computation
Computing residuals is performing modular products (PF) remM
where M ∈ K[x]n×n is column reduced, and P ∈ K[x]m×m and
F ∈ K[x]m×n are such that |cdeg (P) | 6 |cdeg (M) | and cdeg (F) <
cdeg (M). �e di�culty in designing a fast algorithm comes from

the non-uniformity of the column degrees of P, so that we cannot
compute the product PF within the target cost bound.

To start with, we use the same strategy as in [19, 26]: we make
the column degrees of P uniform, at the price of introducing another,
simpler matrix E for which we will need to compute (EF) mod M.

Let (δ1, . . . ,δm ) = cdeg (P), δ = d(δ1 + · · · + δm )/me > 1, and
for i ∈ {1, . . . ,m} write δi = (αi − 1)δ + βi with αi = dδi/δe and
1 6 βi 6 δ if δi > 0, and with αi = 1 and βi = 0 if δi = 0. �en, let
m = α1 + · · · + αm , and de�ne the matrix E ∈ K[x]m×m as

E =



1
xδ

...

x (α1−1)δ

. . .

1
xδ

...

x (αm−1)δ



; (1)

de�ne also the expanded column degrees δ ∈ Zm>0 as

δ = (δ , . . . ,δ , β1︸       ︷︷       ︸
α1

, . . . ,δ , . . . ,δ , βm︸         ︷︷         ︸
αm

). (2)

�en, expanding the columns of P yields a matrix P ∈ K[x]m×m
such that P = PE and deg(P) 6 δ . (Note that P can be made
unique by specifying more constraints on cdeg (P).) �e aim of this
construction is that the dimension is at most doubled while the
degree of the expanded matrix becomes the average column degree
of P. Precisely,m 6 m < 2m and max(δ ) = δ = d|cdeg (P) |/me.

�us, the main tasks are to compute F = (EF) remM, and a�er
that, (PF) remM. Since P has small degree, the la�er is done by com-
puting the product and performing the division with Algorithm 1.
We now study the computation of F = (EF) remM.

Algorithm 2. RemOfShifts
Input:

• M ∈ K[x]n×n column reduced,
• F ∈ K[x]m×n such that cdeg (F) < cdeg (M),
• δ ∈ Z>0,
• k ∈ Z>0.

Output: the list of remainders
(
(xrδ F) remM

)
06r<2k .

1. If k = 0 then Return F
2. Else

a. (∗ ,G) ← PM-�oRem(M,x2k−1δ F, 2k−1δ )

b.
( [
Rr0
Rr1

])
06r<2k−1

← RemOfShifts
(
M,

[
F
G

]
,δ ,k − 1

)
c. Return (Rr0)06r<2k−1 ∪ (Rr1)06r<2k−1

Proposition 3.5. Algorithm 2 is correct. Assuming that both
2kmδ and n are in O (D), where D = |cdeg (M) |, this algorithm uses
O˜((2kmnω−2 + knω−1)D) operations in K.
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Proof. �e correctness follows from the division properties

(x (2
k−1+r )δ F) remM = (xrδ ((x2k−1δ F) remM)) remM

and [
A
B

]
remM =

[
A remM
B remM

]
.

Now let us assume that 2kmδ ∈ O (D). �en, we remark that
the assumptions in Proposition 3.4 about the input parameters for
PM-�oRem are always satis�ed in recursive calls, since the row
dimension m is doubled while the exponent 2kδ is halved. �en,
from Proposition 3.4 we obtain that the algorithm uses

Õ
*.
,

*.
,

∑
06r6k−1

⌈
2rm
n

⌉
+/
-
nω−1D+/

-
;

the announced cost bound follows. �

Algorithm 3. Residual
Input:

• M ∈ K[x]n×n column reduced,
• F ∈ K[x]m×n such that cdeg (F) < cdeg (M),
• P ∈ K[x]m×m .

Output: the remainder (PF) remM.
1. /* expand high-degree columns of P */

(δi )16i6m ← cdeg (P)
δ ← d(δ1 + · · · + δm )/me
αi ← max(1, dδi/δe) for 1 6 i 6 m
m ← α1 + · · · + αm
P ∈ K[x]m×m ← matrix such that P = PE and deg(P) 6 δ

for E as in Eq. (1)
2. /* for E as in Eq. (1), compute F = EF remM */

For 1 6 i 6 m such that αi = 1 do
Fi ∈ K[x]αi×n ← row i of F

For 1 6 k 6 dlog2 (maxi (αi ))e do
(i1, . . . , i` ) ← {i ∈ {1, . . . ,m} | 2k−1 < αi 6 2k }
G← submatrix of F formed by its rows i1, . . . , i`
(Rr )06r<2k ← RemOfShifts(M,G,δ ,k )
For 1 6 j 6 ` do

Fi j ∈ K[x]αij ×n ← stack the rows j of (Rr )06r<αij
F←

[
F
T
1 · · · F

T
m

]T
∈ K[x]m×n

3. /* left-multiply by the expanded P */

G← P F
4. /* complete the remainder computation */

(∗ ,R) ← PM-�oRem(M,G,δ )
Return R

Proposition 3.6. Algorithm 3 is correct. Assuming that all of
|cdeg (P) |, m, and n are in O (D), where D = |cdeg (M) |, this algo-
rithm uses O˜((mω−1 + nω−1)D) operations in K.

Proof. Let us consider E ∈ K[x]m×m de�ned as in Eq. (1) from
the parameters δ and α1, . . . ,αm in Step 1. We claim that the ma-
trix F computed at Step 2 is equal to (EF) remM. �en, having

cdeg (P F) < cdeg (M) + (δ , . . . ,δ ), the correctness of PM-�oRem
ensures that R = (P F) remM. �e correctness follows by construc-
tion of P since (P F) remM = (PEF) remM = (PF) remM.

To prove our claim, it is enough to show that, for 1 6 i 6 m, the
ith block Fi of F is the matrix formed by stacking the remainders
involving the row i of F, that is, ((xrδ Fi,∗) remM)06r<αi . If αi = 1
then this is clear from the �rst For loop. Otherwise, let k ∈ Z>0 be
such that 2k−1 < αi 6 2k . �en, at the kth iteration of the second
loop, we have i j = i for some 1 6 j 6 `. �us, the correctness
of RemOfShifts implies that, for 0 6 r < 2k , the row j of Rr is
(xrδGj,∗) remM = (xrδ Fi,∗) remM. Since 2k > αi , this contains
the wanted remainders and the claim follows.

Let us show the cost bound, assuming that |cdeg (P) |,m, and n
are in O (D). Note that this impliesmδ ∈ O (D).

We �rst study the cost of the iteration k of the second loop of
Step 2. We have that 2k−1` 6 α1 + · · · + αm = m 6 2m, the row
dimension of G is `, and k 6 dlog(maxi (αi ))e ∈ O (log(m)). �us,
the call to RemOfShifts costs O˜((mnω−2 + nω−1)D) operations
according to Proposition 3.5, and the same cost bound holds for the
whole Step 2. Concerning Step 4, the cost bound O˜(dm/nenω−1D)
follows directly from Proposition 3.4.

�e product at Step 3 involves them ×m matrix P whose degree
is at most δ and them×n matrix F such that cdeg (F) < cdeg (M); we
recall thatm 6 2m. If n > m, we expand the columns of F similarly
to how P was obtained from P: this yields am × (6 2n) matrix of
degree at most dD/ne, whose le�-multiplication by P directly yields
P F by compressing back the columns. �us, this product is done in
O˜(mω−2nD) operations since both δ and D/n are in O (D/m) when
n > m. Ifm > n, we do a similar column expansion of F, yet into a
matrix with O (m) columns and degree O (D/m); thus, the product
can be performed in O˜(mω−1D) operations in this case. �

4 FAST ALGORITHMS IN SPECIFIC CASES
4.1 When the input module is an ideal
Here, we focus on Problem 1 when n = 1, which is a base case of
our main algorithm. �is is the situation where M is a nonzero
polynomial in K[x], or in other words, the input moduleM is the
ideal of K[x] generated by M. �us, we are looking for the s-Popov
basis for the set of relations between m elements of K[x]/(M). A
fast algorithm for this speci�c case has been given in [26, Sec. 2.2];
precisely, the following result is achieved by running [26, Alg. 2]
on input M, F, s, 2D.

Proposition 4.1. Assuming n = 1 and deg(F) < D = deg(M),
there is an algorithm which solves Problem 1 using O˜(mω−1D) oper-
ations in K.

4.2 When the output minimal degree is known
Now, we focus on the situation where we know in advance the
s-minimal degree of the relation module, that is, the column degree
of its s-Popov basis. Our motivation is that, in our main algorithm,
we will use the technique introduced in [19] to control the degrees
in the computation in the case of arbitrary shi�s. Namely, we �nd
recursively this s-minimal degree, and then the remaining task is
to compute the s-Popov relation basis using this knowledge.
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�e same question was tackled in [26, Sec. 2.1] in the speci�c
case of a diagonal matrix M. Here, we adapt this approach to our
context, relying in particular on the fast computation of (EF) remM
designed in Section 3.2. A �rst task is to see that [26, Lem. 2.1] is
still valid in our more general se�ing: in Lemma 4.2, we show that
it extends as soon as M is column reduced, mainly thanks to the
degree property in Corollary 3.2. �en, for the sake of presentation,
we give the slightly modi�ed [26, Alg. 1].

Lemma 4.2. LetM ∈ K[x]n×n be column reduced, let F ∈ K[x]m×n
be such that cdeg (F) < cdeg (M), let s ∈ Zm . Furthermore, let
P ∈ K[x]m×m , and let w ∈ Zn be such that max(w) 6 min(s). �en,
P is the s-Popov relation basis for Rel(H, F) if and only if [P Q] is
the u-Popov kernel basis of [FT M]T for some Q ∈ K[x]m×n and
u = (s,w) ∈ Zm+n . In this case, deg(Q) < deg(P) and [P Q] has
s-pivot index (1, 2, . . . ,m).

Proof. Let N = [FT M]T. It is easily veri�ed that P is a relation
basis for Rel(H, F) if and only if there is some Q ∈ K[x]m×n such
that [P Q] is a kernel basis of N.

�en, for any matrix [P Q] ∈ K[x]m×(m+n) in the kernel
of N, we have PF = −QM and therefore Corollary 3.2 shows
that rdeg (Q) < rdeg (P); since max(w) 6 min(s), this implies
rdegw (Q) < rdegs (P). �us, we have lmu ([P Q]) = [lms (P) 0],
and therefore P is in s-Popov form if and only if [P Q] is in u-Popov
form with s-pivot index (1, . . . ,m). �

Algorithm 4. KnownDegreeRelations
Input:

• column reduced matrix M ∈ K[x]n×n ,
• matrix F ∈ K[x]m×n such that cdeg (F) < cdeg (M),
• shi� s ∈ Zm ,
• δ = (δ1, . . . ,δm ) the s-minimal degree of Rel(M, F).

Output: the s-Popov relation basis for Rel(M, F).
1. /* define partial linearization parameters */

δ ← d(δ1 + · · · + δm )/me,
αi ← max(1, dδi/δe) for 1 6 i 6 m,
m ← α1 + · · · + αm ,
δ ← tuple as in Eq. (2)

2. /* for E as in Eq. (1), compute F = EF remM */

F← follow Step 2 of Algorithm 3 (Residual)
3. /* compute the kernel basis */

u← (−δ ,−δ , . . . ,−δ ) ∈ Zm+n

τ ← (cdeg (M∗, j ) + δ + 1)16j6n

P← u-Popov approximant basis for
[
F
M

]
and orders τ

4. /* retrieve the relation basis */

P← the principalm ×m submatrix of P
Return the submatrix of PE formed by the rows at indices
α1 + · · · + αi for 1 6 i 6 m

Proposition 4.3. Algorithm 4 is correct, and assuming thatm and
n are in O (D), where D = |cdeg (M) |, it uses O˜(mω−1D + nωD/m)
operations in K.

Proof. �e correctness follows from the material in [26, Sec. 2.1]
and [19, Sec. 4]. Concerning the cost bound, we �rst note that we
have δ1+ · · ·+δm 6 D according to Lemma 2.3. �us, the cost anal-
ysis in Proposition 3.6 shows that Step 2 uses O˜((mnω−2+nω−1)D)
operations. [19, �m. 1.4] states that the approximant basis compu-
tation at Step 3 uses O˜((m + n)ω−1 (1 + n/m)D) operations, since
the row dimension of the input matrix ism + n 6 2m + n and the
sum of the orders is |τ | = |cdeg (M) | + n(δ + 1) 6 D (1 + n/m). �

4.3 When fast linear algebra is fast
Our goal here is to detail how previous work can be used to handle a
speci�c case: when the vector space dimension deg(det(M)) of the
input module is small compared to the numberm of input elements.
Precisely, we rely on an interpretation of Problem 1 as a question
of dense linear algebra over K, which is solved e�ciently by [20,
Algorithm 9]. �is yields the following result.

Proposition 4.4. Assuming that M is in shi�ed Popov form, and
that cdeg (F) < cdeg (M), there is a deterministic algorithm which
solves Problem 1 using O˜(Dω dm/De) operations in K, where D =
deg(det(M)) = |cdeg (M) |.

�is cost bound is O˜(Dω−1m) ⊆ O˜(mω−1D) when D ∈ O (m).
To see why relying on fast linear algebra is su�cient to obtain
a fast algorithm when D ∈ O (m), we note that this implies that
the average column degree of the s-Popov relation basis is at most
D/m ∈ O (1). For example, if D 6 m, most entries in this basis are
constants from K: we are essentially dealing with matrices over
K. However, when m ∈ O (D), this linear algebra solution uses
O˜(Dω ) operations, which largely exceeds our target cost.

We now describe how to translate our problem into this K-linear
algebra framework. LetM denote the row space of M; we assume
that M has no identity column. In order to compute in the quotient
K[x]n/M, which has �nite dimension D, it is customary to make
use of the multiplication matrix of x with respect to a given mono-
mial basis. Here, since the basis M ofM is in shi�ed Popov form
with column degree (d1, . . . ,dn ) ∈ Zn>0, Lemma 2.2 suggests to use
the monomial basis

{(x i , 0, . . . , 0), 0 6 i < d1} ∪ · · · ∪ {(0, . . . , 0,x i ), 0 6 i < dn }.

Above, we have represented an element in K[x]n/M by a poly-
nomial vector f ∈ K[x]1×n such that cdeg (f ) < (d1, . . . ,dn ). In
the linear algebra viewpoint, we rather represent it by a constant
vector e ∈ K1×D , which is formed by the concatenations of the
coe�cient vectors of the entries of f . Applying this to each row of
the input matrix F yields a constant matrix E ∈ Km×D , which is
another representation of the samem elements in the quotient.

Besides, the multiplication matrix X ∈ KD×D is the matrix such
that eX ∈ K1×D corresponds to the remainder in the division of xf
by M. Since the basis M is in shi�ed Popov form, the computation
of X is straightforward. Indeed, writing M = diag(xd1 , . . . ,xdn )−A
where A ∈ K[x]n×n is such that cdeg (A) < (d1, . . . ,dn ), then

• the row d1 + · · · + di−1 + j of X is the unit vector with 1 at
index d1 + · · · + di−1 + j + 1, for 1 6 j < di and 1 6 i 6 n,

• the row d1 + · · · + di of X is the concatenation of the
coe�cient vectors of the row i of A, for 1 6 i 6 n.
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�at is, writing A = [ai j ]16i, j6n and denoting by {aki j , 0 6 k < dj }

the coe�cients of ai j , the multiplication matrix X ∈ KD×D is


1
. . .

1
a
(0)
11 a

(1)
11 · · · a

(d1−1)
11 · · · a

(0)
1n a

(1)
1n · · · a

(dn−1)
1n

. . .

1
. . .

1
a
(0)
n1 a

(1)
n1 · · · a

(d1−1)
n1 · · · a

(0)
nn a

(1)
nn · · · a

(dn−1)
nn



.

5 RELATIONS MODULO HERMITE FORMS
In this section, we give our main algorithm, along with a proof of
correctness. �e cost bound is given under the assumption that the
Hermite matrixH has no identity column; how to reduce to this case
by discarding columns of H and F was discussed in Corollary 2.5.

Algorithm 5. RelationsModHermite
Input:

• matrix H ∈ K[x]n×n in Hermite form,
• matrix F ∈ K[x]m×n such that cdeg (F) < cdeg (H),
• shi� s ∈ Zm .

Output: the s-Popov relation basis for Rel(H, F).

1. If D = |cdeg (H) | 6 m:
a. build X ∈ KD×D from H as in Section 4.3
b. build E ∈ Km×D from F as in Section 4.3
c. P← [20, Algorithm 9] on input (E,X, s, 2 dlog2 (D )e )
d. Return P

2. Else if n = 1 then
a. P← [26, Alg. 2] on input (H, F, s, 2D)
b. Return P

3. Else:
a. n1 ← bn/2c; n2 ← dn/2e
b. H1 and H2 ← the n1 × n1 leading and n2 × n2 trailing

principal submatrices of H
c. F1 ← �rst n1 columns of F
d. P1 ← RelationsModHermite(H1, F1, s)
e. δ1 ← diagonal degrees of P1
f. G← last n2 columns of Residual(P1, F,H)
g. P2 ← RelationsModHermite(H2,G, s + δ1)
h. δ2 ← diagonal degrees of P2
i. Return KnownDegreeRelations(H, F, s,δ1 + δ2)

Proposition 5.1. Algorithm 5 is correct and, assuming the entries
cdeg (H) are positive, it uses O˜(mω−1D + nωD/m) operations in K,
where D = |cdeg (H) |.

Proof. �e correctness and the cost bound for Step 1 follows
from the discussion in Section 4.3, as summarized in Proposition 4.4.

According to [26, Prop. 2.10], Step 2 correctly computes the s-Popov
relation basis and uses O˜(mω−1D) operations in K.

Now, we focus on the correctness of Step 3, assuming that the
two recursive calls at Steps 3.d and 3.g correctly compute the shi�ed
Popov relation bases. Since KnownDegreeRelations is correct, it
is enough to prove that the s-minimal degree of Rel(H, F) is δ1+δ2;
for this, we will show that P2P1 is a relation basis for Rel(H, F)
whose s-Popov form has column degree δ1 + δ2.

�e fact that the s-Popov form of P2P1 has column degreeδ1+δ2
follows from [19, Sec. 3], since P1 is in s-Popov form and P2 is in
t-Popov form, where t = s + δ1 = rdegs (P1). It remains to prove
that P2P1 is a relation basis for Rel(H, F).

Let Q,R ∈ K[x]m×n denote the quotient and remainder in the
division of P1F by H. We write Q = [Q` Qr ] with Q` ∈ K[x]m×n1

and Qr ∈ K[x]m×n2 , and similarly R = [R` G].
First, we claim that R` = 0. Indeed, we have P1F1 = Q`H1 +

R` , with cdeg (R` ) < cdeg (H1). Besides, H1 is in Hermite form
and therefore column reduced. �us, R` = (P1F) remH1, and the
assumption P1F1 = 0 mod H1 ensures that R` = 0.

Second, we verify that P2P1F = 0 mod H. Let Q2 ∈ K[x]m×n2

denote the quotient P2G = Q2H2. �en,

P2P1F = P2QH + [0 P2G] =
(
P2Q +

[
0 0
0 Q2

])
H.

Now, to prove that P2P1 generates Rel(H, F), we let p ∈ Rel(H, F)
and we prove that p = λP2P1 for some λ ∈ K[x]1×m . Let q denote
the quotient pF = qH, and write p = [p` pr ] with p` ∈ K[x]1×n1

and pr ∈ K[x]1×n2 , and similarly q = [q` qr ]. We have

pF = [q`H1 q`A + qrH2], where H =
[
H1 A
0 H2

]
. (3)

In particular, p ∈ Rel(H1, F1) and therefore p = µP1 for some
µ ∈ K[x]1×m . �is yields

pF = µP1F = µ(QH + R)

= [µQ`H1 µQ`A + µQrH2 + µG].

Comparing the le� block with that in Eq. (3) gives µQ` = q` ; then
comparing the right blocks leads to qrH2 = µQrH2 + µG. �e
la�er identity shows µ ∈ Rel(H2,G), and thus µ = λP2 for some
λ ∈ K[x]1×m , hence �nally p = λP2P1.

Concerning the cost of Step 3, we remark that m < D, that
n 6 D is ensured by cdeg (H) > 0, and that δ1 + δ2 6 D accord-
ing to Lemma 2.3. Furthermore, there are two recursive calls with
module dimension about n/2, and with H1 and H2 that are in Her-
mite form and have determinant degrees D1 = deg(det(H1)) and
D2 = deg(det(H2)) such that D = D1 + D2; and the entries of both
cdeg (H1) and cdeg (H2) are all positive.

In particular, the assumptions on the parameters in Proposi-
tions 3.6 and 4.3, concerning the computation of the residual at
Step 3.f and of the relation basis when the degrees are known at
Step 3.i, are satis�ed. �us, these steps use O˜((mω−1 + nω−1)D)
and O˜(mω−1D +nωD/m) operations, respectively. �e announced
cost bound follows. �
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