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Abstract. Visual analytics approaches bring an innovative and effective way 

how to deliver the knowledge from a particular domain to an individual user. 

With the use of visual analytics methods we can easily discover the unexpected 

relations and interesting patterns, which are hidden in the huge data ware-

houses. It builds on the human mind’s ability to understand the complex visual-

ization of information. In this paper we introduce the potential usefulness of 

visual analytics for researchers working in the field of environmental informat-

ics. Current challenges beyond the survey are described here, including the 

summary of particular well-proven tools and scenarios, which can be applied in 

many various fields of environmental research. 
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1 Introduction 

Visual analytics (VA) is a new interdisciplinary field of study that calls for a more 

structured scientific approach to understanding the effects of interaction with complex 

graphical displays on human cognitive processes. Its primary goal is to support the 

design and evaluation of graphical information systems that better support cognitive 

processes in areas as diverse as scientific research and emergency management [1]. 

Technologies based on VA have been moving from research to a widespread use, 

driven by the increased power of analytical databases and computer graphics hard-

ware. People adopt VA to see and understand complex data, new visual paradigms 

and hidden insights [2].  Visual analytics techniques allow analysts to look at the data 

from different perspectives or in various domains and to fulfill diverse analytical 

tasks. Visual displays and interactive techniques are often combined with computa-

tional processing, which, in particular, enables analysis of a larger sets of data than 

would be possible with purely visual methods [3]. A sufficiently deep understanding 

of visual analytics guides developers of visualization techniques in creating more 

effective tools in terms of user requirements, and helps evaluators in designing future 

studies that are more representative of insights sought by users from their data 

sets [4].  



That knowledge brings an interesting way how to optimize delivering knowledge 

from huge amount of available data in a particular domain to an individual user. The 

need for more effective processing of data by users has been identified by several 

researchers in the Technology Enhanced Learning (TEL) field [5], [6], [7]. With the 

establishment of TEL, a new research field, called Learning analytics (LA), has 

emerged in recent years. According to the 1st International Conference on Learning 

Analytics and Knowledge, LA is defined as measurement, collection, analysis and 

reporting of data about learners and their contexts  for purposes of understanding and 

optimizing learning processes and the environments in which it occurs [8]. Similarly 

to VA, LA borrows and synthesizes techniques from different related fields, such as 

data mining, social network analysis or business intelligence to harness them for con-

verting data into useful information and thereon to motivate actions, like self-

reflecting ones previous teaching or learning activities, to foster improved teaching 

and learning [9]. At present, data mining tends to concentrate on developing new tools 

for discovering patterns in data. LA – at least as it is currently contrasted with data 

mining approaches — focuses on the use of intelligent data, learner-produced data, 

and analytical models to discover information and social connections, and to predict 

and advise on learning [10], [6]. The emergence of LA as a field in its own right 

meant that there were now separate groupings focusing on each of the challenges 

driving analytics research [11]. Regardless of the great enthusiasm that is currently 

surrounding LA, it also raises substantial questions for research. In addition to techni-

cally focused research questions such as the compatibility of educational datasets, or 

the comparability and adequacy of algorithmic and technological approaches, there 

remain several “softer” issues and problem areas that influence the acceptance and 

impact of LA. Among these are questions of data ownership and openness, ethical use 

and dangers of abuse, and the demand for new key competences to interpret and act 

on LA results. It is also necessary to mention that any application that analyses stu-

dent data must comply with privacy regulations, which adds cost and complexity [12]. 

This means that the implementation of LA in learning processes requires to be care-

fully crafted in order to be successful and beneficial [13]. 

2 Human cognitive abilities and limitations 

Many researchers concentrate on human cognition and user interaction issues raised 

by the VA community. The top ten challenges of extreme-scale VA were identified in 

[14], among them being the problem of the human bottleneck. It is predicted that 

performance of all major computing components – power, memory, storage, band-

width, concurrence, etc. – will improve by a factor of 3 to 4,444 by 2018. Human 

cognitive capability will certainly remain constant. One of the challenges is, therefore, 

finding alternative ways to compensate for human cognitive weaknesses. Thus, it is 

necessary to develop new visualization approaches that facilitate the flow of human 

reasoning. Human cognitive models or human cognitive frameworks, including sub-

processes of human thinking such as accommodation, categorization or drawing con-

clusions will play a key role in that development, as it is shown in [15], [16]. A novel 



approach how the user interface can be adapted in relation to a current process-task 

and under consideration of the user’s behaviour is described in [17] – a work related 

to FUPOL project (www.fupol.eu) aimed on social computing and crowd sourcing in 

e-participation. The research performed in economic decision-making [18] addresses 

overcoming bounded rationality issues that arise from the cognitive limitations 

through the application of a VA tool that can aid in complex decision making tasks in 

real world applications with uncertainty. A more integrative approach to the interplay 

of science and technology in VA would build new scientific methods for developing 

and empirically evaluating theories of human-computer ‘‘mixed-initiative’’ cognitive 

processing [19]. 

Users may also benefit from a personalized use of Adaptive Learning Environ-

ments with underlying context-aware recommender systems for learning [20], which 

provide tools such as content-based filtering, collaborative filtering, knowledge-based 

filtering and their hybridizations.  A similar example is the content infrastructure of 

the EU-oriented Open Discovery Space CIP PSP initiative 

(http://www.opendiscoveryspace.eu) that also attempts to create a very big data infra-

structure collecting learning content and usage data around it. Such global learning 

data infrastructures can help in scaling up recommender systems by allowing them to 

consume, process and use a rich variety of contextualized usage data streams, and 

thus enable novel forms of real time intelligence that can only become possible when 

processing extremely large data volumes. 

3 Data representation and processin 

Interaction with visualizations enables the dialog between user and the visual repre-

sentation of the underlying data. The interactive manipulation of the data, the visual 

structure or the visual representation provides the ability to solve various tasks and 

discover insights. Classifications of interaction describe an abstract view on various 

visual tasks and may provide a mapping to the human information processing.  

 

Fig. 1. High-level tasks with assigned subtasks and interactions [21]. 

Figure 1 illustrates three important high-level tasks and interactions assigned to 

them as well as subtasks derived from the existing visual task classifications. Various 



models for differentiating visual variables in context of human information processing 

are important for an accurate and beneficial adaptation of visualizations [21]. 

At the core of successful visual analytics systems are computational techniques 

that transform data into concise, human comprehensible visual representations. Com-

puters store, move and analyze data that, on initial examination, are a simple collec-

tion of bits in various primitive data forms such as structured (for example, relational 

tables, geometry), semi-structured (for example, e-mail, network packets) or unstruc-

tured (for example, a collection of text).  Many algorithmic approaches are organized 

around key data characteristics, which are applied to all primitive data forms rather 

than algorithms that apply to specific data types. Transforming data into an effective 

visual representation is fundamentally different from transforming incoming raw data. 

In addition to the raw performance needed to support interactive analytics, character-

istics of the data itself affect the transformations and representations for both compu-

tation and visualization. Successful data transformation and representation methods 

combine mathematical, statistical and linguistic analysis with hardware and software 

techniques to handle various kind of raw data such as massive data, geospatial and 

temporal data, imperfect data, heterogeneous data, and users-in-the-loop [22]. For 

example Starlight information graphics [23] provides the classification according to 

the type of information they portray. The two major classes are non-spatial infor-

mation graphics such as text and numeric data, and inherently spatial information 

graphics, which depict information containing intrinsic spatial coordinates, such as 

geospatial or CAD data. One of Starlight's unique capabilities is its ability to integrate 

these two types of information so that they may be analyzed together. 

4 Current challenges 

Recently scientists have been working on creating sophisticated models of existing 

domains, to simulate the domain behavior and to extrapolate gained knowledge into 

the future. They use VA approaches as an integral part in each step of this process, 

especially for visualization used to verify model setup and to estimate its parameters. 

High-performance computing simulations of massive amounts of data are then ana-

lyzed using visualization software specifically designed for parallel processing of 

large amounts of structured and unstructured data [24]. Given the challenge of auto-

matic computational analysis of complex data, much recent effort in the analytics 

community has focused on the design of interactive graphical representations of in-

formation that might better support the human ability to perceive and to construct 

meaningful patterns from data [25]. The use of various virtual environments can pro-

vide log files that can be studied with web mining techniques to understand the be-

haviour of the users. However, statistical metrics are not always easy to interpret for 

the stakeholders, which suggest the need to develop novel approaches for the easy 

discovery of usage patterns: 

 Combining human domain knowledge with automatic data analysis techniques by 

providing users with interactive visual interfaces, whereby ‘interactive’ means that 

users can actively participate in the analytical process.  



 Context-aware recommender systems for learning based on VA to allow users for 

contextualized multiscale exploratory analytical reasoning. 

5 Methods 

The visual analytics can be applied in many various fields of environmental research. 

In the following section we briefly introduce the key domains and describe the bene-

ficial use of VA methods. 

The utility of VA algorithms was reported among many fields of human scientific 

activity also in environmental information systems known for their large volumes of 

multidimensional spatial-temporal data. For illustration, POPs GMP presents analysis 

of available Stockholm Convention Global Monitoring Plan data on persistent organic 

pollutant concentrations in core matrices. It provides a set of electronic tools for stor-

age and on-line visualization of data published therein, and proposed a comprehensive 

IT solution for future data collection campaigns. The visualization provides easily 

accessible information on performance of monitoring programs in individual coun-

tries and/or regions sorted by matrices, time, and compounds [26]. 

 

Fig. 2. A screenshot from a statistical summary of reported background atmospheric POPs 

concentrations [26]. 

Mike Sips et al. have proposed an approach for detection of interesting patterns in 

environmental time series: an algorithm to characterize the temporal behavior, visual 

detection of potentially interesting patterns in a matrix visualization, and interactive 

exploration of detected patterns. The system computes statistical measures for all 

possible time scales and starting positions. A specific feature of mentioned approach 

is its flexibility due to the wide range of statistical measures provided, e.g., mean, 



variance, entropy. This allows for capturing a large set of temporal patterns to address 

different analysis tasks and different types of data [27]. 

 

Fig. 3. The visual interface of the prototype which shows the Antarctica time series [27]. 

Natalia and Gennady Andrienko presented illustrated structured survey of the state 

of the art in visual analytics concerning the analysis of movement data and have 

demonstrated how different visual analytics techniques can support our understanding 

of various aspects of movement.  

 

Fig. 4. Interactive progressive clustering of trajectories. (a) The ship trajectories have been 

clustered according to the destinations. (b) One of the clusters is selected [3]. 

This hot research topic in visual analytics utilize the legacy of cartography, with its 

established techniques for representing movements of tribes, armies, explorers, hurri-

canes, and so on; time geography, with its revolutionary idea of considering space and 

time as dimensions of a unified continuum (space–time cube) and representation of 

behaviours of individuals as paths in this continuum; information visualization, with 



its techniques for user-display interaction supporting exploratory data analysis; and 

geovisualization, with its interactive maps and associated methods enabling explora-

tion of spatial information [3]. 

The U.S. Department of Energy's Office of Environmental Management currently 

supports an effort to understand and predict the fate of nuclear contaminants and their 

transport in natural and engineered systems.  

 

Fig. 5. Three dimensional visualization (computed in VisIt) of Uranium-238 plume migrating 

through the subsurface of the F-area [24]. 

Joerg Meyer et al. demonstrates that by bringing together experts from a variety of 

domains, including geology, hydrology, physics, and computer science, we can de-

velop an integrated system that helps scientists make well informed decisions regard-



ing environmental management. They have developed set of tools that was designed 

to help determine the extent of soil and water contamination from radioactive isotopes 

from measured data and to develop models that will be used to predict the future pro-

gression of a contaminated site with respect to these contaminants [24]. 

Watershed management, in its very nature, represents a participatory process, re-

quiring horizontal and vertical collaborations among multiple institutions and stake-

holders. Alexander Sun has shown the way of the migration of an Environmental 

decision support systems module (EDSS) module from the traditional client-server 

based architecture to a client of cloud-computing services. Google Drive, which is 

behind the new version of the EDSS module, provides a number of basic visual ana-

lytics features that can be used to increase the collaborative decision-making experi-

ence while drastically reducing the cost of small-scale EDSS. This approach can fun-

damentally change the way many decisions are made by allowing collaborations to be 

set up quickly with less overheads than the client-server approach. The promise of 

using Google Fusion Table to support collaborative decision-making at only a frac-

tional cost of a full-scale, client-server application was shown. Although only 

a simple analytical model is described in this study, other models can be easily incor-

porated into the Cloud to perform more sophisticated analyses [28]. 

 

Fig. 6. Screenshot of Google Public Data Explorer showing some of its interface features and 

options [29]. 



Geospatial visual analytics, a specialized subtype of visual analytics, is an emerg-

ing multidisciplinary area which supports spatio-temporal analytical reasoning and 

decision-making through interactive visual interfaces (such as maps and other visual 

artifacts) that are linked to computational methods. Microsoft Pivot enables powerful 

visual zooming in and out of Web databases and the discovery of new patterns and 

relations in them that would otherwise be invisible in standard Web browsing of large 

datasets. It can also be used for geographic classification and offers a fresh way how 

to visually browse and arrange massive amounts of data and images online and also 

supports geographic and temporal classifications of datasets featuring geospatial and 

temporal components [29]. 

6 Summary on VA tools and their usage 

After surveying issues raised by the VA community in the paragraphs above, we pre-

sent here a summary on particular VA tools which are available for various sorts of 

use, see Table 1. 

Table 1. Selected available VA tools, their main purpose, underlying methods and scenarios of 

their use. 

VA Tool 

[reference] 

Purpose Methods & Techniques Scenarios & 

Data sets 

POPs GMP 

[26] 

management and 

visualization of 

Global Monitoring 

Plan data  

data pre-processing, 

outlier identification,  

LOQs replacement,  

data aggregation,  

descriptive statistics  

persistent  

organic and  

pollutant data  

Visualization of 

Multiscale  

Exploration  

[27] 

detection of patterns 

in numerical time 

series from  

environmental  

sciences 

time scales statistical values 

computing,  

pattern visual identification, 

detected pattern exploration 

Earth’s climate 

system and 

ocean data  

Multivariate  

Trajectories  

Visualization 

[30] 

customization and 

versatile exploration 

using multiple  

density fields 

trajectory aggregation,  

density field computation 

 

anomalous 

behaving ships 

and maritime 

safety data 

Trajectory 

Contingency  

Table 

[31] 

exploration of  

attributes of  

trajectories 

automatic identification 

system, 

continuous density model, 

sampled trajectories  

computation 

density vessel 

positions data 

Visualization via 

Progressive  

Clustering 

[32] 

trajectories 

(dis)similarity  

assessment  

progressive clustering, 

OPTICS method, 

trajectory clustering 

 

car GPS-

tracking data 



VA Tool 

[reference] 

Purpose Methods & Techniques Scenarios & 

Data sets 

Animal Ecology 

Explorer 

[33] 

iterative generation 

of metadata based 

on exploratory 

findings 

exploration through en-

richment approach, 

segmentation, 

clustering 

animal tracking 

data 

Visualization 

Using Graph  

Centrality 

Measures 

[34] 

places and 

explore city  

structure  

identification 

data pre-processing, 

trajectory aggregation, 

graph centrality, 

visual and algorithmic 

methods 

georeferenced 

photo captures 

data 

Ship and Weather 

Information  

Monitoring  

[35] 

weather parameters 

visualization 

along ship routes 

gridded binary format  

processing, 

parallel coordinates plots, 

voyage time graphs, 

geospatial data interaction 

ship voyages 

data 

ASCEM Project  

[24] 

decision-making 

process support in 

planning of  

treatment options 

for contaminated 

sites 

model setup verification, 

critical parameters  

estimation, 

parallel processing analysis, 

simulation results validation 

nuclear  

contaminant 

data 

EDSS for  

Watershed  

Management 

[28] 

effective watershed-

scale management 

total maximum daily load 

model, 

simple analytical modeling, 

cloud-computing approach 

coastal river 

basin data 

Geospatial Visual 

Analytics 

[29] 

visual zooming and 

discovery of new 

patterns and  

relations 

Microsoft Live Labs Pivot 

technology 

(descriptive component  

collection, visual data  

representation) 

mortality  

dataset 

7 Conclusions 

This paper has discussed the potential usefulness of visual analytics methods, tech-

niques and particular tools for researchers working in the field of environmental in-

formatics – one of extreme-scale-data areas. Visual analytics tools are helpful in situa-

tions where a higher level of user interactivity and involvement is needed to process 

effectively huge amounts of multidimensional data, understand them and use the ac-

quired knowledge to draw a decision. Challenges beyond the state-of-art in visual 

analytics were outlined here, including the human bottleneck lying in the limited hu-

man cognitive capability. Selected existing and well-proven VA tools were described 

here together with their main purpose and scenarios of their use. Mental or human 

cognition modeling as well as adaptive virtual environments with underlying context-



aware recommender systems - these are issues which should tease the attention of 

scientists and developers who need to design visual representation of extreme-scale 

datasets. 
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