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Algorithms and models based on game theory have nowadagsteggrominent techniques for the
design of digital controllers for critical systems. Indesdch techniques enatdetomatic synthesis
given a model of the environment and a property that the obletrmust enforce, those techniques
automatically produce a correct controller, when it existsthe present paper, we consider a class
of concurrent, weighted, multi-player games that are weited to model and study the interactions
of several agents who are competing for some measurablercesolike energy. We prove that a
subclass of those games always admit a Nash equilibriurrg s&uation in which all players play
in such a way that they have no incentive to deviate. Moredferstrategies yielding those Nash
equilibria have a special structure: when one of the agevisite from the equilibrium, all the others
form a coalition that will enforce a retaliation mechanisrattpunishes the deviant agent. We apply
those results to a real-life case study in which several shmarses that produce their own energy
with solar panels, and can share this energy among them no+gitd, must distribute the use of this
energy along the day in order to avoid consuming electrtbigy must be bought from the global grid.
We demonstrate that our theory allows one to synthesisdiareaf controller for these houses: using
penalties to be paid in the utility bill as an incentive, wecothe houses to follow a pre-computed
schedule that maximises the proportion of the locally poedienergy that is consumed.

1 Introduction

A recent and well-established research direction in thd Héthe design of digital controller for critical
systems consists in applying concepts, models and algwitborrowed frongame theoryto perform
automatic synthesis (constructionf) correct controllers. The contributions of the presetitkrare part

of this research effort. In the setting of automatic synithethe controller we want to build is@ayer
(using the vocabulary of game theory), and the specificdtiahthe controller should satisfy is cast as
a game objective that the controller player should enfotadl imes, regardless of the behaviour of the
environment. The environment itself is modeled as anotlastep (or a set of players). Thus, computing
automatically a correct and formally validated (with restp® the specification) controller boils down
to computing awinning strategyfor the controller, i.e. a strategy that ensures this plagewin the
game whatever the other players play. System synthesisghra game-based approach has nowadays
reached a fair amount of maturity, in particular thanks te tkevelopment of several tools (such as
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2 Efficient Energy Distribution in a Smart Grid using MultiéBler Games

UppAal TiGa [1], UppAal Strategad [7] and Prism Gameess [5])tthave been applied successfully to real
life case studies (see for instance([6] 4, 10]). Until relgeiowever, the research has mainly focused
on two-player games, where the players (the system and thement) have antagonistic objectives.
This approach allows one to model and reason on central@gdot only. Although multi-player games
have been studied from an algorithmic point of view, striatégrms of those games have been mainly
considered, and the study of multi-player games played aphgr—the kind of model we need in our
setting—is relatively recent. This research directionag pf the CASSTING proje@t whose aim is to
propose new techniques for the synthesisalfective adaptive systemSuch systems are decentralised
and consist of several modules/agents interacting with edeer. While the idea of using games remains,
using multi-player games for synthesis of collective aiapsystems represents a huge leap in game
theory for synthesis. Indeed, in adversarial games the ig@ah is to find winning (or optimal in a
guantitative setting) strategies, whereas in multi-play@mes, one wants to synthesise controllers by
computing equilibria (such as Nash equilibfial[11]) ch&dsing an adequate behaviour of each agent.

In this article, we consider a class gfiantitative multi-player gamesat are well-suited to model
systems where a quantity grows or decreases along the fiégys|antity can model some energy level,
economic gain/loss, or any other measurable resource)e lgiarcisely, the game models a multi-state
system where the players choose their actions concurr@ttige same time), and the next state is a func-
tion of the current state and the players’ actions. Goinhfome state to another can result in a positive
or negative cost for the players. One can give two semartitisese games, either an infinite horizon
semantics where the plays are infinite and the players wamirionize the limit (inferior/superior) of
the partial sum of the costs; or a finite horizon semanticsrevtiee goal of each player is to reach some
target state, and minimize the sum of the costs paid befahiieg the target. In the following, we focus
on the latter semantics, more fitted to the case study, wéwilhterested in.

We start by establishing some properties of these gamesouddh there may not always exist Nash
equilibria in these games, we describe a subclass in whete thlways exist some. First we observe
that when several players play at the same time concurremtéycan encounter a situation similar to the
rock-paper-scissor game, in which there is no (pure) NasHiledgum. However, even in a turn-based
game (i.e. a game in which, in each state, only one playerdhange of choosing the next state), there
may not always exist a Nash equilibrium. More precisely, wewsthat—unlike in some other classes
of games—it is possible that each player cannot indepelydgmarantee his cost to decrease arbitrarily,
while a coalition of all players can achieve this goal. Wentseow that this is the only situation that
prevents Nash equilibria from existing in those games: weithat, when the cost of any play is
bounded from below by a fixed threshold, then a Nash equilibréxists in the game.

We demonstrate the applicability of this theory in a pradtigituation. We consider a case study
introduced by an industrial partner of the CASSTING prgjecid model it in a game formalism in order
to build a controller fulfilling a specific set of goals. Theseastudy consists of a local grid of eight
houses equipped with solar panels. The solar panels pratififieeent amounts of energy during the day.
When they need to consume energy, the houses can eithemrelyengy produced by the solar panels
(their own or one of the seven other houses’) or buy it fromglobal grid. The aim of the case study
is to minimise the use of energy bought from the global grid aghole, while preserving the incentive
of each house to share the energy produced by their solalwahethers, if not used directly by them.
We assume that the energy produced by the solar panel hasusetewithin a small interval of time
and can not be stored (a provision for storage of energy doeilddded at little increase of modelling

Ihttp://www.cassting-project.eu/
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complexity). Concretely, we want to generate a controlledpcing a schedule of the different tasks of
the houses, such that each house has no incentive to deaiatehis schedule. For this, we assume that
there are two types of controllers. One global controlleicithas information about all the houses, their
requirements and their production. Also, there are locatrotlers in every house communicating with
the global controller and controlling the tasks that taka&celin this house. Local controllers have no
information about the consumption or production of the otimuses: they are only aware of the energy
produced by their own solar panels and the energy requireofiéme house at any specific interval of the
day. In our experiments, this schedule is computed as &gyrat a multi-player concurrent game that:
1. minimises the energy bought from outside; and 2. minimtke bill to be paid by each house. We
also assume that the houses are not bound to follow the dehaail can deviate from it. However, such
deviations could lead to a severe increase in the overabogptson from the global grid (if, for instance,
a house decides to use its own energy locally instead oftingedt on the local grid as prescribed by
the schedule, then the total amount of energy available etottal grid might be too low, and energy
might have to be bought from the global grid). For this reasemdevise proper incentive and a penalty
mechanism ensuring that the houses would not have anyshter@eviating from the proposed schedule.

2 Theoretical background

We first introduce the class of multi-player games we araasted in. We fix a numbeX of players
and let{1,...,N} be the set of players. &oncurrent min-cost reachability (MCR) ganga tuple
(V,F, (A)i<n, E,Next (a3 )i<n) WhereV is a finite set of vertices partitioned into the skfs..., Wy,
F CV is a subset of vertices calledrgets for every vertex € V, A is a finite set of actions for playér
E CV xV is a set oflirected edgeshe set of successorswby E is denoted b (v) = {V eV | (v,V) €
E}, Next:V x [jA — V is a mapping such that for afl anday,...,an, Nex{(v,ay,...,an) € E(v),
w: E — Z is theweight functionfor playeri, associating an integer weight with each edge. Without
loss of generality, we assume that every graph is deadleek-f.e. for all verticesy, E(v) # 0. In the
following we letA = [i<nAi. A finite playis a finite sequence of vertices= vgv; - - - vk such that for
allo<i <k, (vi,vit1) € E. A playis an infinite sequence of vertices= vpv; - -- such that every finite
prefix vp - - - v, denoted byrk], is a finite play.

The total-payoff of a finite playt = vpv; - - - W for playeri is obtained by summing up the weights
alongrm, i.e. TP;i(m) = z'g;écq (ve,Ve11). The total-payoff of a playtis obtained by taking the limit over
the partial sums, i.6[P; (1) = liminfy_,. TP;(71]k]). The cost of a playcost(7) is + if Tdoes not visit
any target, andP;(vovs - - - V¢) otherwise, with? the least index such that € F: it reflects that players
want to minimise their cost, subject to the imperative othaag the target as a primary objective.

A strategyfor playeri is a mappingo: V™ — A;. A play or finite play m = vgv;--- conforms
to a strategyo of playeri if for all k, there exist§as,---,an) € A such thatg; = o(wo,..., V), and
Vi1 = Next(v, (az,...,an)). A profile of strategies is a tupl@y, . ..,on) where for alli, o; is a strategy
of playeri. For all profiles of strategies = (a,...,0n), for all verticesv, we letPlay(v, &) be the
outcome ofd, defined as the unique play conformingddor all i, and starting irv, i.e. the playgv; - - -
such thatp = v and for all?, vy 1 = Nex{(vy, (a1, ...,an)) Wherea, = i (v - Vp).

A profile of strategie®s = (01,...,0N) is a (pure)Nash equilibriumfrom vertexv, if for all playersi,
and for all strategiesy, cost(Play(v,(01,...,0,...,0n))) > cost(Play(v, @)). Observe that we assume
that the objective of every player is to minimise its costisthintuitively, a profile of strategies is a Nash
equilibrium if no player has an incentive to deviate.

We say that a vertex belongsto some playeli if he is the only one to choose the next ver-
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Figure 1: A game without pure Nash equilibrium representitegstrategic game described by the matrix
on the right: we do not depict the actions on the loops oveetarfor conciseness.

tex, i.e. for all pairs of actionga,...,ay) and (&,...,ay), if & = & thenNex(y,(ay,...,an)) =
Nex{v, (a7,...,ay)). A game is said to beurned-basedf each vertex belongs to some player. When
considering turned-based games, instead of actions, wihaathe players to whom the current vertex
belongs chooses directly the next vertex.

2.1 Nash equilibria do not always exist. ..

A natural question is the existence of Nash equilibria inttin-cost reachability games we have just
defined. In order to understand precisely what are the dondithat prevent the existence of Nash
equilibria, we present some examples of min-cost readhabdmes in which we can show that no such
equilibria exist. We also recall previous results identify classes of games where such equilibria are
guaranteed to exist. We start with a game thaisturn-based and admits Nash equilibria

Example 1. Consider the game in Figuré 1 with four target vertiegs,), t(ap), tpa), t(np), and one
additional vertexs. Assume that there are two players, and each has two possiias:a andb. From

s the pair of actiongay, az) leads tot 4, o). If both players choose the same action, the cost for player 1
is 1 and the one for player 2 is O; if both players choose diffeactions, the cost for player 1 is 0 and
the one for player 2 is 1. There is clearly no (pure) Nash éaiiim in this game frons since for all
profiles of strategies, either player 1 or player 2 would g with another strat@y

In a turn-based setting, one can also easily exhibit exasmnpidn no pure Nash equilibria.

Example 2. Consider a one player game with two vertiscgsandv, where the latter is the only target.
The set of edges i§(v1,v1), (V1,V2), (V2,v2) }, all with cost—1. In other words, fronvy, the player can
either choose to loop, and get a reward (since he seeks tonmeéhis cost); or to reach the target
(in which case the play formally continues with no influencetloe cost). In this game, a strategy from
vertexv; can thus be described by the number of times he will loopidmefore going tos. If he never
reachess, he paysto which is clearly bad. If he loops times, a strictly better strategy would be to
loop n+ 1 times, therefore there is no Nash equilibrium in that game.

In [12,[3], the authors introduce a large class of turn-bagedes for which they prove that a pure
Nash equilibrium always exists. In particular, this resah be used to show that every turned-based
min-cost reachability game with only positive costs adrai{pure) Nash equilibrium. From Example 2,
we already know that when there are negative costs, thi# ises not hold anymore. In this example,
the (only) player has a family of strategies that allows hinsécure a cost which is arbitrary low, hence,
the absence of Nash equilibria is not too surprising. Letaw exhibit a third, two-player example in
which no player has a strategy to guarantee, individuatyaiitrary low cost; but still arbitrary low

°It is however possible to find Nash equilibria that use raridation (so-called mixed strategies), but we do not comside
such objects in this work.
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(07 _1)

(0,0)

Figure 2: A turn-based MCR game with no Nash equilibria, baewe no player can independently
guarantee an arbitrary low cost.

costs can be secured when the players cooperate. Agaiphiaismmenon forbid the existence of Nash
equilibria.

Note that here, we only look at pure Nash equilibria. In theegal setting of mixed strategies, i.e.
where the players pick randomly a strategy according to saateability distribution over the set of pure
strategies, there is a Nash equilibrium in this game. Indfeed let o" the strategy consisting in looping
n— 1 times around; and then going te» (ensuring a cost of-n), the distribution consisting in picking

6

a" with probability 2 (one can easily check that it is a distribution) ensures @eeed cost of-c.

Example 3. Let G be a turn-based game with two players 1 and 2, and three eagAicB, andC.
VertexC is the only target.A andC belong to player 1 an& belongs to player 2. The edges and the
weight function are depicted in Figuré 2 (ewa.(A,C) = 0 andwp(A,C) = —1).

Proposition 1. There is no pure Nash equilibrium in the game G, neither fronoAfrom B.

Proof. We do the proof for plays starting if, it is easily adapted to the other case. Note that the set
of finite plays ending imA is A(BA)* and the set of finite plays ending Bis (AB)". Let (01,02) be a
profile of strategies and let be its outcome. We consider several casestfor
1. If m= (AB)® thenCost (m) = Cosb(1) = +. Then, leto] be the strategy of player 1 defined by
0;1(A(BA)") =C for all nando; (nC) = C for all finite play 17, then the outcome dfoy, 02) is AC®
andCost (AC®) = 0, which is strictly better thar-, and player 1 has an incentive to deviate.
2. If m= (AB)"C® for somen, thenCosb(m) = —n. Let 0, be the strategy obtained froop by
letting g5((AB)") = A and g}((AB)"1) = C. One can easily check that the outcome@f, o})
is either(AB)"*1C® or (AB)"ACY, and in both cases, the cost of this play for player 2 {a+ 1)
which is strictly better thar-o, hence he has an incentive to deviate.
3. Finally, if m= A(BA)"C® for somen thenCost(m) = —n. Let o] be the strategy obtained from
01 by letting o] (A(BA)") = B and g; (A(BA)"1) = C. One can easily check that the outcome of
(01, 0,) is either(AB)™1C® or (AB)™1AC®, and in both cases, the cost of this play for player 1
is —(n+1), hence, again, player 1 has an incentive to deviate.
We conclude that, in all cases, one of the players has antine¢a deviate, hence no profile of strategies
(01,02) is a Nash equilibrium. O

2.2 Lower-bounded set of costs

As already outlined, the intuition behind the absence oftiNeguilibria in Example§]2 ard 3 is the
existence of plays with arbitrary low costs (even if thessyplcan not be enforced by a single player, as
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shown by Exampl&]3). We will now show that this is indeed a ssag/ condition for the absence of
Nash equilibria. In other words: in a min-cost reachabijgme (with arbitrary weightsjf the set of
possible total-payoffs of finite plays is bounded from beltvena Nash equilibrium is guaranteed to
exist.

Theorem 1. Let G be a turn-based MCR game respecting the following tiamdifor all players i, there
exists be N such that all finite playst satisfyTP;(71) > —b;. Then there exists a pure Nash equilibrium
from all vertices in G.

We now prove this theorem. For that purpose,Get (V,{t}, (A;j)j<n,E,Next(wj);<n) be a con-
current MCR game (we will restrict ourselves to a turn-bagache when necessary). For the sake of
simplicity, we assume here that there is a unique tatglerr all players, and the only outgoing edge
from t is the loop(t, t). Note that the following construction would hold for mulgégargets as well.

In the following, we fix a player, and we assume that there exibis= N such that for all finite
playsm, TP;(m) > —b;. We will show how to translate the gar®in a gameG’ with only non-negative
weights for playei, with a relationship between strategiesiah both games. This will in particular
preserve the existence of Nash equilibria. The g@he (V', {t}, (A})j<n,E’,Next, («f)j<n) is built
as follows:

o V' ={t}wV x{-b;,...,—1 0}: we keep the negative part of the current total-payoff invieex
for playeri, and add a fresh target vertex
o A=A

e forall (v,v) € E and for all(v,c) € V' with v # t, then, lettingc’ = min(0,c+ w (v, V)), if (V,c))
is in V', the edgee = ((v,c), (V,C)) is in E', «f(e) = max(0,c+ w(v,V)) and wl(e) = wj(v,V)
for j #i. Furthermore ilNex{v,&) = V, thenNex{(v,c),a) = (V,c);

o for all vertices(t,c) € V', there exists an edge= ((t,c), t) with «f (€) = —bj + candwj(e) =0
for j #1i. For alld Nex{(t,c),d) = t.

Lemma 1. For all finite plays ¥z - - - VW11 in G, and(vy,0)(v2,C2) - - - (V, Ck) in G,
e there exists K k such that g=TP;(v;--- V) in G (note that if j=k this is equal to 0), and in G

TPi((v1,C0)(Va,C2) -+ (Vi, &) = TPi(Va---Vj),
e if vk # t, there exists a unique c such thav, ck), (\-1,€)) is an edge of G

Proof. The first point is proven by induction as for glic; is either equal to 0 or toj_1 + wW(Vj_1,Vj).
The second point is a consequence of the first.cAs the weight of a partial play ending g, ¢k +
w(Vk, Vk+1) is the weight of a partial play ending iR, 1 thus min(0, ¢k + w(Vk, Vk+1)) = b. O

As a consequence, for all plays or finite plags= viv2--- in G, there exists a unique play or fi-
nite play7t = (v1,0)(V2,C) -+ in G’ such that ifNex{v;,&) = vi.1 thenNext((vi,¢),d) = (Vii1,Cii1)-
Following this, one can map every strategyin G to a strategyo of the same player i’ satisfying
o (7)) = o(m) for all finite playsm. Furthermore, for all strategiesin G/, there exists a unique strategy
o* for the same player i@ such thato™* (1) = o (), for all finite playsr.

Proposition 2. 1. Letd be a profile of strategies in G ar@its image in G. Then, for each initial ver-
tex v, cog(Play((v;,0),0)) = cost(Play(v,d)) — bi and cos}(Play((v,0), 7)) = cos§(Play(v,3))
forall j #1i.

2. Let & be a profile of strategies in ‘Gand o* its image in G. Then, for each initial vertex v,
cost(Play(v,&)) = cost(Play((v;0),0*)) — b and cost(Play(v,d)) = cost (Play((v;0),0*)) for
all j #i.
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Proof. We prove here only the first item, the proof of the second bsinglar. Letr = Play(vo,08) =
Vov1 ---. As a consequence of the above remarks; Play((vo,0), 7). Therefore, ifrr does not reach a
target then neither do@ thuscost(Play((v,0), 7)) = cost(Play(V,3)) = +e. Assume now thatr =
Vo---VWtt---. By definition, 7T = (v,0) - - - (W, Ck)(t,Ckr1)t - -. From Lemmall, there exisjs< k+ 1
such thati1 = TP;(Vj - - Vir1) andTP;((vq,Co)(V2,C2) -+ (t,Cky1)) = TPi(ve---vj). Thuscosi(T) =
TPi(Ve---Vj) + 01— by = cost(m) — by. It is immediate that for alj # i, cost(77) = cost(m). O

As a consequence, there is a Nash equilibrium fedmG if and only if there is a Nash equilibrium
from (v,0) in G'. Note that we could not have reached this result simply bffisgithe weights above
0, as we need a device to simulate the fact that the sum of tightsecan also decrease during the
computation.

By applying this construction for all players, we can showattifi there exists a lower bound on the
total-payoff of the finite plays for all players (i.e. the ogpesis of Theoreml 1 is fulfilled), then one can
construct a gam&' with only non-negative weights such that there is a Nashlieguim in G’ if and
only if there exists a Nash equilibrium i@. From the fact that all turn-based MCR-games with non-
negative weights have a pure Nash equilibrilim [12], oneiobtdne proof of Theorerml 1 in the special
case wheré is turn-based (sinc€' is also turn-based in this case).

2.3 Characterising Nash equilibria outcomes

In this section we present a very handy characterisationaghMquilibria that has recently been used in
several works([9,13]. This intuitive characterisation, ke tspirit of the folk theorem for repeated games,
has been formally stated in/[8], and a more general and memvied version can be found inl[2].
Roughly speaking, this characterisation amounts to reduitie computation of a Nash equilibrium in
ann-player games to the computation of the Nash equilibriaversions of 2-player games, obtained by
letting each player of the original game play against a tioalof all the other players. The usefulness of
this technique stems from the fact that 2-player (zero-sunm lbased) games have been widely studied
and there exists many algorithms and tools to solve them.

Thus, we first introduce a variant of our games, callgglayer zero-sum MCR gameSuch a game
is very similar to a 2-player MCR game, the only differencavlsile one of the players has the same
objective as in a standard game (i.e. reaching a target whilanising its cost), the second player has a
completely antagonistic goal, i.e. either avoiding thge#s or maximising the cost for the first player. In
those games, we are interested at the infimum cost that thelfiger can ensure, that we call thalue
of the game, denotedhlug G) for a gameG, supposing that an initial vertex is describedan

Then, we introduce the notion gbalition games Given an MCR-gam&, a playeri, and a finite
play T ending in vertexv, the coalition gamés; ; is the 2-player zero-sum turned-based MCR game
played onG from v, wherei is the player who wants to reach the target while minimisirsgclsts; and
his adversary, denotedi, has the same actions as the product of all players excepid its goal is
antagonistic to the one of Furthermore, to obtain a turn-based game, we assume-thatooses its
actions beforé (see [8] for a formal definition). It matches the intuitiorattplayer—i is a coalition of
all players but, and whose goal is to makeay the most.

The characterisation we present works in the casetbn-visibleMCR-game, i.e. in a game where
we assume that the players know the actions that have begeddby everyone. A similar result holds
in the general casél[2], but we do not need it here as the gartreduced in the next section are all
action-visible. More precisely to be action visible, wewams that for allv,V, there exists at most one
vector of actions such thalNex{v,&) = V.
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Now, assume an action-visible MCR-game, a playand a playrr= vy,V» - - -. Ani-deviationfrom 1t
is a finite playr®’ = v, - - - v,V such that if we le& anda’ be the vectors of actions satisfyigx{v,, d) =
Vi;1 andNextv, &) =V, thena; # g anda; = & forall j #i. Intuitively, this means that all players have
agreed to play according t, and ani-deviation describes a finite play in which playdras betrayed
the other players. One can now state the theorem from [8].

Theorem 2. Let G be an action-visible MCR-game and= vV, ---. Thenrtis the outcome of a Nash
equilibrium, if and only if, for all players i and for all i-dgations 7’ = vy ---v,V:

cost(m) < cost(m) + valugG; r).

In other words, this theorem allows us to say that a Nashibquiin can be characterised by (i) a
play that all players agree to follow; and (ii) a set of caatitstrategies that the faithful players will
apply in retaliation if one player deviates. It also proddeheuristic to construct a Nash equilibrium by
solving a sequence of 2-player zero-sum turn-based garhesrks as follows: (i) compute for each
playeri, a strategyo; ensuring the least possible cost against a coalition oftladirqplayers; (ii) consider
the outcomer of the profiled = (ay,...,0n); (iii) check that all deviations satisfy the above property
and (iv) if it is the case, compute coalition strategies igecaf a deviation.

Note that this construction does not always work, as theomot could fail to satisfy the property
of Theoreni 2, but it has been proved to always succeed in maowrkclasses of games [3,/12]. We use
this technique in the case study, as described in the fatipwection.

3 Modelling

In this section, we model the CASSTING case study describéuki introduction via a concurrent MCR
game. Recall that the problem consists of: 1. a group of fedse {Hi,Hy,--- ,Hn} in a cluster with
solar panels; 2. a production function giving the (proliatid) distribution of amount of solar energy
produced throughout the day; 3. a list of tasks that the t®need to perform throughout the day. For
the sake of modelling, we divide each day into 15 minutesviats. Thus, we have 96 time intervals.
We take the production functioprod : [1,96] — Z giving the production of energy from each house at
any given time interval within the day. We assume that fohelaguse there is a local controller and
one global controller for all the houses together. The lacaitroller submits a list of tasks along with
favourable time interval (deadline) of the day for the taskd receives a schedule indicating which task
to perform when. The global controller gathers a list of taBkm houses and computes a schedule of
the tasks so that it achieves the goal; it also sends theatspechedules to the local controllers. Note
that the local controllers have no information about otrmrdes and their consumption.

3.1 Tasks

We assume that, at the beginning of the day, each house subirst of tasks that should be performed
at preferred interval of time. Let the list of tasks be givema= {T;, Ty,..., T} for somem. Without
loss of generality, we assume that each task can be complétad only one time interval. The energy
consumed by a task during each interval is given by the fanddir : T — Z. The task list submitted
by each housed; is of the formTL; = ((t1,11), (t2,12),..., (t, k) wheret; € T andl; is an interval of
[1,9€] for all i € {1,...,k}. For the sake of simplicity, we suppose that lists of taskdiftérent houses
are disjoint. We denote byasks$TL;) = {t1,to,...,t}, the tasks in the task list of housk. The goal of
the houses is to complete each task within the given prefenterval and minimise
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1. the overall imported energy consumption of all the houses
2. as well as the bills of each house (the billing functiondascribed hereunder).

Example 4. Consider the scenario with two houdds andH,. Let consider only two time intervals
and the production functioRrod(1) = 4 andProd(2) = 2. Thus at first interval both houses produce 4
units of energy and at second interval both houses producit® af energy. Let the tasklist df; be
({t1,[1,2])) and that oH, be ((t2, [1,2])) where the energy required for tasks &ty ) = 4, Et(t2) = 5.

3.2 Concurrent MCR game to minimise the energy

We first consider our primary goal being to minimise the amiafrimported energy used during the
day. To model this situation, we use a concurrent MCR g&mweth N players representing the local
controllers of each house, as follows:

o V =[1,96 x ([Ticn 272%¢TL)) contains the current timeslot and the set of tasks alreadgrpeed
in the past;

F =[1,96 x ([Nicn Taskg$T L)) describe that every task has been performed;

A = Tasks$TL) is the set of tasks, for all players

E={((d,p).(d+1,p))} with pC p’

Nex{((d, p), (p1, P2,---,pn)) = (d+ 1, pUprUpU---U py) if all tasks of p; are associated to an
interval includingd in the task listT L; (other actions are not fireable);

w is defined a& for all tasks of houseél; performed in the current time, while taking into account
the solar energy production, i.ey((d, p),(d +1,p)) = Sie(p\pnraskstyy) ET(t) — prod(d). A
negative weight implies a use of energy produced outsidénttuse (either by other houses or
outside the local grid), while positive weight induces anesent of solar energy in the house.
Note that by constructios is an acyclic graph (always incrementing the interval congod of the
vertex). We will consider thereafter only this game stariimthe initial vertexvp = (1,0,...,0).

For each edge, the sum of the weights incurred by all the Isouegeesent the amount (positive or
negative) of solar energy excedent after the perfomancitbkaasks of the current time. Since we want
to reduce the amount of energy bought from outside the ladd) ge use as a global weight function
the negative part of this sum of weightai((d, p),(d + 1, p')) = min (0, Tiep p E7(t) — N x prod(d)).

A negative weight implies a use of energy produced outsidddbal grid, while a null weight induces
an excedent of solar energy in the local grid.

We decide first to interpret the previous game as a one-ptmrae, by supposing that all houses play
in coalition to achieve the common target of finishing all thgks within the given interval and reducing
the usage of non-solar energy. This is a one-player MCR gaitheéhlve weight functiornw. The coalition
strategy obtained will actually be a schedule for the tasksach house respecting the intervals that
minimises the amount of non-solar energy used (or even nisgithe solar energy excedent produced
by the local grid to be exported).

Example 5. For the example developed above, the optimal schedule icadlition game is to perform
taskt, at interval 1 and perform tadi at interval 2 in which case no energy from outside is required
On the contrary, an excedent of 3 units of energy is produdadhican sold to the external grid causing
lowering of electric bill.

3.3 Billing function

Even though the schedule obtained fr@ngives the optimal use of non-solar energy and hence a priori
low billing costs as a whole for the houses, the bill obtairmey not be favourable for the houses taken
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individually. Thus, all houses might not have a strong itierto collaborate to theommon goodWe
start by defining properly the billing function we use in ounahel.

Given atuple of sets of tasks performed by each house at &oyfistime pointd € {1,...,96}, we
will compute the bill incurred by housd; on the intervald,d+ 1). The total bill forH; would then be
the sum of bill incurred by this house for each interval of dag.

Consider a tuple of set of tasks performed by all the housasspecific time point, Te = ((t,t3,
et ) (Lt ). We denote the tasks performedHsyasTasks(Tr). Let the price of buying
energy from other houses Bg and the price of buying energy from outsideMg. The energy produced
by each house is given grod(d). Now, for each housH;, the excess energy used by the house is given
by Yictasks(te) ET(t) — prod(d). Thus, the total energy bought by all the houses indivigugdither
from the local grid or from the outside) ®otc = ¥ max(0, T icrasks(Ts) ET(t) — prod(d)). On the other
hand, the energy bought (negative or positive) from outtiigegrid isTolo = ¥ tctasks(Te) ET (1) —

N x prod(d). The total bill for all the houses is theByro = (Totc — Tolp) x P + Toto X Poyt. Since
each house pays its own share of this total bill, the price Wit be billed to houseH; is w?(Tp) =
Brot/TOlk X Ytetasks(Te) ET (1) — prod(d). Note that if a house produces more energy at a specific aiterv
than it consumes, the bill is negative signifying incomanirselling the excess solar energy.

Now that we have the billing function fixed, we can presentgk@mple where the optimal energy
schedule might not give the minimum bill for an individualuse.

Example 6. The optimal schedule for the total energy presented in theigus example (Examplé 5) is
not optimal with respect to the bill paid by houde. For example, iH; performs task; at interval 1, it
does not have to pay anything. Whereas, with optimal sciregul; has to pay for two units of energy
to H, and receives the price of only one unit of energy fridm

Thus, our next goal will be to modify the weights of the ga@&o take into account the bill rather
than the energy. The new weight function is now giverdpf(d, p), (d + 1, p')) = wB(Tp) whereTp is
the list of tasks performed ip’\ p. We callG' this new game. The hope is to find that the need for
the households to minimise their utility bill is dncentiveto minimise the global energy consumption
from the grid (thereby encouraging sharing of locally prosii energy). More formally, we need to
compare the energy consumed by a Nash equilibriu@ @b the optimal energy consumption found in
the optimal coalition strategy @.

As the game is concurrent there is in general no Nash equitibrTherefore we start by transforming
G’ inaturn-based gant®[, adopting a round-Robin policy for the choice of actionsisdan be achieved
by enhancing the set of vertices wifh,...,N}, and decomposing an edge into a sequende efiges,
where each house now plays in turns. In the last step, we hiatreeanformation to compute the bill
for each house. Since the ga@gis acyclic, there are only finitely many plays, thus theirtsder each
players are bounded. As a consequence of Theblem 1, we kapthére exists (pure) Nash equilibria
in G{E Thus we can follow the heuristic for constructing Nash ebjid presented in Sectidn 2.3 to
construct the Nash equilibrium strategy profile. We cormstaooalition two-player MCR gameS; for
each houséd;, whereH; plays in order to minimise its bill against the coalition df ather houses.
Solving every such gam@/, we obtain the optimal strategy for each housé;. In addition to that, we
follow the construction by detecting when a player devidtes) its optimal strategy and then changing
other players’ strategy to a punishment strategy.

From the point of view of the case study, even though theegjias$(o;)1<i<n are generated by the
global controller, they are executed by local controllerd thus, each house can not detect whether some
other house has deviated from its optimal strategy or nohcEgefor our case, we only take the strategy

3Notice that we could also obtain this result directly frora fhct that every acyclic turn-based game has a Nash eduitibr
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profile (g;)1<i<n (without the deviation punishment) and, while computing Iiill, we add the provision
for the global controller to add a penalty to the bill. Thidsne by modifying the weight function to
incorporate such changes: we add an extra integer to thefliibuseH; that is equal to the minimum
bill that can be ensured by; according to the strategy; wheneverH; deviates fromo;. This ensures
that any deviation froni; will result in at least twice the minimal bill that can be erexlibyH;.

4 Implementation

We implemented the model using PRISM. PRISM has introducetbdule for solving(turn-based)
Stochastic Multi-Player Games (SMG)e use this module in order to solve different non-stodbast
games and extract optimal cost strategies out of them. TH8NRnodule is also used to check the
performance (consumption, wastage and bill) of a strategy an instance of the game.

We have firstimplemented the one player game version of aaros where all houses play in coali-
tion towards the common goal of maximising the utilisatidsaar energy. Here, the behaviour of each
house is modeled using a module in the PRISM representdiiach module contains the constraints of
the houses with respect to tasks as transitions. The faeoiraterval of the task is denoted as guards on
the transition and the energy cost for the task is reflectedyian update to the global energy variable.
We solve the game and obtain a bound of the maximum possitiation of the solar energy among
all the houses. Note that, as shown by the example in thequegection, this schedule does not ensure
that the bill paid by each of the houses is minimum. We allow3NRto solve such a one-player game
to figure out the minimum possible collective energy requeat of the housesin).

Next we have implemented the methodology with multi-playen-based MCR games. Recall that
the houses do not have information about consumption andrezgent of energy by other houses. The
natural way of modelling such scenarios is through conotirgames where each player plays a move
without the knowledge of other players moves. Since PRISMtwndle only turn-based games, we
try to implement a random order among the houses at each sthe game. We then compute the
separate game3] for each housédl; and find optimal strategy; for houseH; such that the bill foH;
is minimised bill;). Even though generating strategy is included in PRISMopé&sinot allow storing
the strategy output in a proper format for further usage fthencommand interface. We modified it to
include that property. The outcome of this strategy prdfipi<i<n IS then used to compute the final
strategy for the controller. Finally, we formulate anotgame where any deviating move by houtge
from o contains a modification of the billing function &f; as an addition of integer value equal to
bill;. At the end, the final strategy is loaded in PRISM and the wa({aaergy consumption, billing...)
corresponding to the strategy are computed. The final gartietiae@ strategy profil€o;)i1<i<n again
results in various different values for total collectiveeagy consumption, and bills for each houeor
completing all the tasks. These values are compared witbrtgmal game to compare the performance
of the strategy profile. The table below shows the result fiblerdnt numbers of houses and tasks. For
each such pair, we have taken 10 examples and presentedeitagj@\of values obtained. The table
represents the average difference of bills (in percentivéen two strategies - one where the houses
collectively reduce the total energy consumed in coalitamal the other where the houses minimizes
their own bill. Note that the bill is computed for each hougetdking into account the cost of excess
energy used in any interval. However, the amount each hatsdrgm excessive production of energy is
not accounted for in the bill. As shown in Table 1, the coliecenergy with the strategy profile obtained,
remains the same as the minimum energy required to complebe daasks. Moreover, the result shows
that on average there is a decrease in bill paid by each houbke case where every house follows the
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| Houses| Tasks| Number of caseq| Total energy differencg Average bill difference]

2 3 10 0.0 -8.08
2 4 10 0.0 -17.15
3 2 10 0.0 -13.07
3 3 10 0.0 -29.73
4 2 10 0.0 -14.89

Table 1: Results of the implementation over the case study

strategy profile and does not deviate from it. This also shibasthere is (hopefully) less inclination
towards deviating from the suggested strategy by each house
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