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Abstract. This paper proposes a crowdsourcing approach for informative doc-

ument summarization service. It first captures the task of summarizing a 

lengthy document as a bi-objective combinatorial optimization problem. One 

objective function to be minimized is the time to comprehend the summary, and 

the other one to be maximized is the amount of information content remaining 

in it. The solution space of the problem is composed of various combinations of 

candidate condensed elements covering the whole document as a set. Since it is 

not easy for a computer algorithm to create condensed elements of different 

lengths which are natural and easy for a human to comprehend, as well as to 

evaluate the two objective functions for any possible summary, these sub-tasks 

are crowdsourced to human contributors. The rest of the approach is handled by 

a computer algorithm. How the approach functions is tested by a laboratory ex-

periment using a pilot system implemented as a web application. 
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1 Introduction 

There are manual and computerized document summarization services today. Since 

manual summarization is costly and usually takes a long time, many studies have 

been conducted on computerized summarization [1][2]. Computerized techniques for 

document summarization can be classified into extractive and abstractive methods. 

The extractive method identifies important sentences or phrases in the input docu-

ment, and outputs a summary by simply connecting the identified sentences or 

phrases. The abstractive method, on the other hand, newly creates condensed sentenc-

es so that their combination can deliver whole relevant information in the original 

document. 

Since the extractive method is easier to automate than the abstractive one, most 

computerized summarization techniques practically applicable today are classified 

into the former category. However, a summary obtained by the extractive method has 

a fragmentary nature, that is, it only covers the fragmentary information contained in 

the chosen sentences or phrases. Therefore, it is appropriate for indicative purpose but 

for informative purpose. A summary for indicative purpose is used to determine 



whether the user should read the original document, whereas a summary for informa-

tive purpose gives the user sufficient information to proceed without reading the orig-

inal document. 

Thus, for the purpose of informative document summarization service, the abstrac-

tive method should be applied. However, computerized techniques in this category are 

still in early development phase, especially because it is not easy for a computer algo-

rithm alone to create sentences which are natural and easy for a human to compre-

hend. In order to overcome this difficulty, this paper takes a crowdsourcing approach. 

Crowdsourcing is a form of outsourcing a task, where the task is divided into many 

micro pieces and the pieces are outsourced, typically to a lot of anonymous people 

with a tiny wage over the internet [3]. This approach is also called human computa-

tion [4][5][6] and can be used as if a part of a computer algorithm. Its successful ap-

plications include parts classification [7], document translation [8][9][10], and docu-

ment editing [11]. 

In the remainder of this paper, after introducing a model of document summariza-

tion task, a prototype crowdsourcing approach for accomplishing the task is proposed. 

Then, how the approach functions is tested by a laboratory experiment using a pilot 

system implemented as a web application. Following its results, discussion and con-

clusions are provided. 

2 Modeling Document Summarization Task 

Any document is composed of several units, for example, chapters, sections, para-

graphs, or sentences. In this paper, we distinguish two types of units; one is evaluation 

units and the other is condensation elements. Then, the whole document to be summa-

rized is captured as a set of evaluation units, and each evaluations unit as a sequence 

of a manageable number of condensation elements. How to define the scope of these 

units is not unique, but the scope can be assigned to the input document recursively. 

For example, chapters can be deemed as evaluation units and sections as condensation 

elements. It is also possible to define paragraphs as evaluation units and sentences as 

condensation elements. It is assumed that document summarization task starts from a 

scope having the smallest condensation elements and gradually shifts to a coarser one 

as the task proceeds. In the following, we will focus on an evaluation element and 

provide a model for the task of summarizing it. The overall task of summarizing the 

whole document can be captured as parallel and recursive application of the modeled 

task. 

The task of summarizing an evaluation unit is captured as a bi-objective combina-

torial optimization problem. One objective function to be minimized is the time to 

comprehend the summary, and the other one to be maximized is the amount of infor-

mation content remaining in it. The solution space of the problem comprises various 

combinations of condensed elements covering the whole evaluation unit. For exam-

ple, suppose that the concerned evaluation unit is composed of an ordered set of con-

densation elements ( ), and there are several candidate condensed elements (

). Further, each condensed element  corresponds to an ordered set , which is a 



sub-sequence of . That is, condensed element  is an efficient expression of the 

information contained in . It is also defined that for all ,  equals . 

Then, every feasible solution of the summarization problem can be captured as an 

ordered set , whose elements are taken from , satisfying the following con-

ditions: 

  (1) 

 ) (2) 

Let us denote the two objective functions, the time to comprehend  and the amount 

of information content remaining in it, by  and  respectively. Then, the 

summarization problem can be formulated as: 

 Minimize  and maximize  

 Subject to equations (1) and (2) 

It is, however, noted that the objective functions  and  as well as the set 

 are not given a priori, and establishing these is also included in the summarization 

task. 

3 Proposed Crowdsourcing Approach 

In this section, we propose a prototype crowdsourcing approach for the modeled 

document summarization task. An outline of the proposed approach is shown in Fig. 

1. According to the task model provided above, the summarization task includes three 

sub-tasks, that is, creation, evaluation, and optimization. These sub-tasks are ad-

dressed one by one in the following. 

3.1 Creation 

As shown in FIg. 1, the proposed approach starts with dividing the concerned 

evaluation unit into elements. Then, the obtained condensation elements are num-

bered and stored into a database, so that each element can be taken out easily by spec-

ifying its number. At this point, the set  is empty. Hence, condensed elements cor-

responding to various sub-sequences of  should be created and thrown into the set 

. In the proposed approach, this sub-task is treated as a set of micro tasks, each of 

which corresponds to the task of creating a single condensed element. Then, the micro 

tasks are crowdsourced, and their outputs are also numbered and added to the same 

database. 

How each of the micro tasks is performed by a human contributor is as follows. 

When a contributor starts the micro task, she/he is shown the whole evaluation unit as 

a sequence of condensation elements. Then, she/he is supposed to choose a sub-

sequence of them and to create a more efficient expression representing the infor-

mation contained in the sub-sequence. If someone else has already created a con-



densed element corresponding to the same sub-sequence, the element is also shown to 

her/him as a hint. 

 

Fig. 1. Outline of proposed approach 

3.2 Evaluation 

Since the creation sub-task described above enriches the set , the number of fea-

sible combinations of condensed elements, i.e. summaries, will become so large that 

all of them cannot be evaluated one by one manually. Therefore, numerical expres-

sions for the objective functions  and  are necessary. Thus, in the pro-

posed approach, we formulate the evaluation measures as follows: 

  (3) 

  (4) 

It is noted that, for simplicity, only main effects are considered in the equations. If the 

value of  is 100, the time length required for comprehending the summary is as 

long as that for comprehending the original evaluation unit. Its value decreases as the 

time length required for comprehending the summary decreases. On the other hand, 
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when no relevant information is lost in the summary, the value of  is 100. Its 

value decreases as the information remaining in the summary decreases. 

In order to estimate the parameter values in equations (3) and (4), simple multiple 

regression using dummy variables can be utilized. The regression analysis needs some 

learning data, and hence the data should be gathered somehow. In the proposed ap-

proach, this sub-task is treated as a set of micro tasks, each of which corresponds to 

the task of evaluating a single summary in terms of  and . Then, the 

micro tasks are crowdsourced, and their outputs are stored in a database. Which sum-

maries are to be evaluated is determined by the computer according to a rationale 

called D-optimality of experimental design. 

How each of the micro tasks is performed by a human contributor is as follows. 

She/he is shown the original evaluation unit and a feasible summary chosen by the 

computer, and is supposed to read and comprehend the both. She/he is supposed to 

push a button on a web browser by a computer mouse, when she/he starts and ends 

reading each of the texts. This makes it possible to quantify the time length required 

for comprehending each text, and objectively evaluate the value of  according 

to the ratio between the quantified time lengths for the summary and the original 

evaluation unit. She/he is also asked to subjectively evaluate the amount of infor-

mation contents remaining in the summary with a score from 0 to 100. This score can 

be used as a sample value of . 

3.3 Optimization 

When a sufficient number of condensed elements are supplied by the creation sub-

task, a sufficient number of learning data are obtained by the evaluation sub-task, and 

numerical expressions are derived for the objective functions  and  

through multiple regression analysis using dummy variables, then we can proceed to 

the optimization sub-task. At this point, this sub-task can be captured as a simple bi-

objective combinatorial optimization problem. When the solution space is large, vari-

ous meta-heuristics can be utilized. 

However, in the following laboratory experiment, a simple two step approach is 

taken, since the problem size is not so large. At the first step, non-Pareto-optimum 

condensed elements are screened out for each sub-sequence of the evaluation unit. 

Then, at the second step, Pareto-optimum summaries are chosen from the whole pos-

sible combinations of the remaining condensed elements. 

4 Laboratory Experiment 

4.1 Implementation 

In this section, how the proposed approach functions is tested with a small-scale 

laboratory experiment. To conduct the experiment, the prototype crowdsourcing ap-

proach for informative document summarization is implemented as an elementary 

web application. The application uses MySQL as the database storing the condensa-



tion and condensed elements as well as the sample evaluation scores. It also uses PHP 

for handling various interactions with human contributors, and R for deriving the 

experimental design for the evaluation sub-task and conducting multiple regression 

analysis using dummy variables. 

4.2 Outline of Experiment 

The laboratory experiment comprises three phases. The first and second phases test 

whether the creation sub-task and the evaluation sub-task function properly. The third 

phase investigates the quality of the output summaries. In the experiment, we use a 

Japanese document on global warming having three paragraphs and 833 characters as 

the input evaluation unit, and treat its paragraphs as the condensation elements. 

In the first phase, six male senior students of Aoyama Gakuin University partici-

pated in the experiment as contributors. The creation sub-task was performed by them 

using the developed web application, until at least three condensed elements have 

been obtained for every possible sub-sequence of the evaluation unit, that is, {1}, {2}, 

{3}, {1, 2}, {2, 3}, and {1, 2, 3}. As a result, it is confirmed that the proposed ap-

proach can actually collect various candidate condensed elements from multiple hu-

man contributors. 

In the second phase, four male senior students of the same university participated. 

They as a whole have evaluated fifty summaries specified by the computer using the 

web application. Further, the parameter values of equations (3) and (4) were success-

fully estimated using the obtained evaluation scores as the learning data for multiple 

regression analysis. As a result, it is shown that the proposed approach can collect 

sufficient learning data in practice for establishing objective functions  and 

 from multiple human contributors. Further, after removing too long and too 

short solutions, three candidate Pareto-optimum summaries A, B and C were obtained 

by the proposed approach. 

4.3 Quality of Output Summaries  

In this subsection, we study the quality of the obtained summaries A, B and C by 

comparing them with the summaries for the same document of similar lengths D, E 

and F created by Mac OSX Summarize, which is an auxiliary function available on a 

Mackintosh PC. The comparisons are made in terms of the two evaluation measures, 

that is, the time to comprehend and the remaining information amount. Thus, two 

male senior students of Aoyama Gakuin University read all the summaries compared 

for two times and measured the time. Further, they identified which information con-

tents of the original document remain in the summaries. 

Table 1 shows the number of characters, the mean time to read, the standard devia-

tion of the time to read, and the number of characters read per second for all summar-

ies compared. It is noticed from the table that the summaries made by the proposed 

approach can be read faster than those created by Mac OSX Summarize. This means 

that the proposed approach is capable of providing summaries easier to read and com-

prehend. 



Table 1. Comparisons interms of time 

 Proposed system Mac OSX Summarize 

Summary ID A B C D E F 

Number of characters 311 277 263 392 330 230 

Mean time to read (s) 33.3 27.9 26.9 43.9 38.0 25.5 

Standard deviation of 

time to read (s) 
4.91 5.75 4.01 2.61 4.34 1.26 

Number ofcharacters 

read per second 
9.34 9.92 9.78 8.92 8.68 9.02 

 

Fig. 2 represents which information contents remain in each summary. The con-

tents corresponding to the shaded parts in the original document have been judged to 

remain. It is observed that the summaries created by the proposed approach have cov-

ered whole area of the original document. Whereas, those made by Mac OSX Sum-

marize only capture fragmentary information especially when the length is short, 

since the summarization function takes the extractive method. 

 

Fig. 2. Comparisons in terms of information 

Accordingly, it is also confirmed that the quality of the summaries created by the 

proposed approach measured in terms of the time to read and the remaining infor-

mation amount is fairly good. However, the judges pointed out that the summaries 

made by the proposed approach seem like bulleted sentences and do not flow well. 



5 Conclusions 

This paper proposed a crowdsourcing approach for informative document summa-

rization service. Further, it confirmed that the approach can function properly by a 

small-scale laboratory experiment using a pilot system implemented as a web applica-

tion. However, the approach presented in the paper is still a prototype, and has a large 

room for improvement. For example, promising improvement options include paral-

lelizing the sub-tasks of creation and evaluation, including interaction effects in the 

objective functions, combining a computerized summarization technique with the 

crowdsourcing approach, etc. In order to make the sentences in an output summary 

flow well, in addition to considering interaction effects in the objective functions, 

introducing another sub-task of adding conjunctions can be effective. 
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