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Abstract. Video surveillance is an omnipresent phenomenon in today’s
metropolitan life. Mainly intended to solve crimes, to prevent them by
realtime-monitoring or simply as a deterrent, video surveillance has also
become interesting in economical contexts; e.g. to create customer pro-
files and analyse patterns of their shopping behaviour. The extensive use
of video surveillance is challenged by legal claims and societal norms
like not putting everybody under generalised suspicion or not recording
people without their consent. In this work we propose a technological so-
lution to balance the positive and negative effects of video surveillance.
With automatic image recognition algorithms on the rise, we suggest to
use that technology to not just automatically identify people but blacken
their images. This blackening is done with a cryptographic procedure
allowing to revoke it with an appropriate key. Many of the legal and eth-
ical objections to video surveillance could thereby be accommodated. In
commercial scenarios, the operator of a customer profiling program could
offer enticements for voluntarily renouncing one’s anonymity. Customers
could e.g. wear a small infrared LED to signal their agreement to being
tracked. After explaining the implementation details, this work outlines a
multidisciplinary discussion incorporating an economic, ethical and legal
viewpoint.

Keywords: video surveillance, privacy protection, anonymity, data security

1 Introduction

Today, life in urban areas is hardly imaginable without omnipresent video surveil-
lance (VS). Screens showing the recorded images are installed in prominent loca-
tions to remind us that we are constantly being watched or even recorded. Ideally,
this makes us feel more secure; but it might also reveal intimate details about
our lives and make us change our behaviour in subtle yet profound ways, thereby
threatening our rights to political liberty and personal self-determination.

VS can of course help to convict a criminal, preemptively detect imminent
danger, or chase a fleeing suspect more effectively. It is also reported that the
visible installation of cameras does in fact reduce crime in that respective area.
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Thus, from a crime fighter’s point of view there are clearly advantages of having
as much VS as possible. With more installed cameras the monitoring and evalu-
ation of recorded data becomes insurmountable for human operators. Therefore,
efforts are made towards automatising the video analysis through computer al-
gorithms – as it was e.g. the goal of the infamous EU project INDECT.

But not only crime fighters are interested in VS. In an emerging trend, VS
has also come into the focus of commercial applications. Similar to internet users
being tracked and analysed, people can be automatically identified and tracked
on video recordings. Thus, e.g. a supermarket can track the paths customers
take through the aisles, analyse where they stop or which advertisements catch
their attention. The resulting data allows to optimise the arrangement of prod-
ucts or send customised promotions or discount offers based on the costumer’s
behaviour. Again, there are obvious advantages of VS in these scenarios: both for
the shop owner (optimisation of products and advertising) and for the customers
(individual discounts and a more seamless shopping experience).

However, in spite of legal norms governing the allowable use of VS, the public
debate on its drawbacks or even threats to an open free society is not ceasing. A
most prominent example is the so-called ‘Big Brother Award’, an annual ironic
award by civil-rights activist to persons or organisations who have in their views
greatly contributed to shifting society towards George Orwell’s dystopia from
‘1984’. Among the German awardees, there were particularly VS related cases in
the years 2000 (German Railways, surveillance of station platforms), 2004 (Lidl
supermarkets, surveillance of employees) and 2013 (University of Paderborn,
surveillance of lecture halls and computer labs).

In this work, we are discussing a possible reconciliation between these con-
cerns about already present VS and its advantages for both crime fighting and
economical endeavours. The ‘Digital Cloak of Invisibility’ (DCI) is a generally ap-
plicable concept of anonymising personal information in vastly collected data [4]
that is here applied to VS. This anonymisation, however, can be partially revoked
if necessary. While there have been several studies about automatic privacy and
intimacy preserving in VS and even some about revocable anonymisation, we
first suggest an alternative method to achieve revocable anonymisation and –
to best of our knowledge for the first time – present a scenario of how such
a technology could be implemented in a modern society. In contrast to purely
technical approaches, this work’s main contribution is the multidisciplinary dis-
cussion of VS with revocable anonymisation within its societal (legal, economic
and ethical) context.

Section 2 outlines the computer scientific details of the DCI, preparing the
ground for a multidisciplinary discussion of the approach. Section 3 evaluates
VS and the DCI from a legal perspective, exemplarily taking into account the
German legislation. In order to provide a more holistic discussion of the societal
implications of VS and the DCI, Section 4 discusses the DCI from an economical
point of view, while Section 5 provides an ethical analysis of VS and how the
respective concerns are met by the DCI. To preserve the scope of this paper,
these viewpoints are kept very brief. The intend is to initiate a debate, whose
main points and future directions are concluded in the final section.
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2 Technological implementation

The problem of compromised privacy in VS has been addressed by several works;
e.g. [10],[13],[17],[20],[24,25]. Most approaches automatically detect and irre-
versibly obfuscate privacy critical image regions like human silhouettes, faces
or car licence plates. Some approaches like [7,8,9] have also suggested methods
for revocable obfuscation. In contrast to these purely technical approaches, this
work’s main contribution is the multidisciplinary discussion of VS with revoca-
ble anonymisation within its societal (legal, economic and ethical) context. We
therefore draft a rather simple yet efficient way for revocable image obfuscation;
namely to XOR their pixel values with a pseudo-random cipher stream gener-
ated from a secret key seed. This scheme is sufficient to demonstrate the relevant
concepts of embedding it into the societal context but could also be interchanged
for any other possibly more sophisticated reversible obfuscation technique.

As more and more of the recorded video footage is going to be analysed
automatically by pattern recognition algorithms, we propose to use the same
algorithms to identify persons but blacken them before the footage is stored or
viewed by a human. This blackening is done by a cryptographic method that
allows to restore the original image with a key. This key is securely stored in
the camera and by a publicly accepted key keeper authority (KKA). Whenever
video footage is required to identify criminal suspects after an event, the crime
fighter requests the required key from the KKA. For cases of imminent danger,
a “break glass” functionality can immediately grant a key, leaving a log entry
for the KKA to double-check. For commercial applications, the DCI allows shop
owners to do their tracking of filmed customers – however, only of those who
have agreed to being tracked, similar to the loyalty program ‘Payback’ where
people agree to their shopping receipts being recorded and analysed in exchange
for monetary compensation. (‘Payback’ was incidentally awarded a Big Brother
Award in 2000.) People who agree to being tracked could signify their approval
e.g. by wearing an inconspicuous tag on their clothes or by inserting a personal
smartcard into their shopping cart.

As with classical VS, the recordings are made by a camera we assume to
be digital, i.e. the video image is processed by digital circuits before the data
is digitally transmitted out of the camera – an assumption that is valid for
many VS cameras today and will in the future be true for all VS. The DCI
extends such camera with additional internal circuitry that performs a certain
post-processing on the video data before it leaves the camera’s hardware. The
workflow is depicted in Figure 1.

First, an image recognition algorithm identifies all persons in each video
frame. The perfectly reliable implementation of such algorithms is nowadays
still in its beginning ([3],[6],[11],[28]) but most certainly the future will see them
running reliably on embedded systems like those of digital cameras. Each DCI-
enhanced camera has a unique cryptographic key securely embedded in its hard-
ware, called Camera Master-Key (CMK). For each video frame and image region
showing a person, an individual Sub-Key (SK) is created by feeding the CMK
with frame number and region coordinates to a hash function [26]. Strong hash
functions have the property that the input cannot be derived from the output.
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Fig. 1. The schematic concept of a DCI camera system.

Thus, it is not possible to derive the CMK from the SK – even if the used frame
number and region coordinates are known.

The SKs are used to generate a pseudo-random cipher-stream of bits that
is XORed with the pixel data of the corresponding region in the original video
frame. In the resulting video, this region appears obscured (in fact the pixels
have random colours). The meaning of pseudo-random is that the generated bits
look random, but the sequence solely depends on the respective SK, such that
it can always be reproduced. The XOR function (⊕) is reversible:

data ⊕ cipherStream(SK) = encryptedData

encryptedData ⊕ cipherStream(SK) = data

Thus, the blackening of a region in a frame can be undone, when the respective
SK is known. This is applied in the DCI deanonymisation scheme shown in 2. If a
crime is recorded, the crime fighter makes a request to the KKA which verifies its
legitimacy and then grants the SKs for the requested frames and image regions.
Only the suspect persons in a recording can be deanonymised while all others
remain anonymous.

To cater for cases of imminent danger, a “break glass” functionality is imple-
mented such that a sequence of SKs can be requested remotely (e.g. via internet)
and is automatically granted. This, however, leaves a log entry with the KKA
such that the request’s legitimacy and whether the “break glass” was justified
can be verified afterwards.
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Fig. 2. Deanonymisation is only possible with the SKs granted by the KKA.

In a first proof of concept, we implemented a DCI camera as an opt-out
system instead of opt-in. I.e. instead of anonymising everybody by default except
those who opt-in, nobody is anonymised except those who opt-out (conceptually
similar to [24]). This was done to firstly abstract from the person-identifying
image recognition. We designed an infrared LED beacon that is picked up by the
camera to subsequently anonymise the region around this beacon. Figure 3 shows
the practical results. The anonymisation is done with the cryptographic scheme
as described above. With sufficiently reliable person-identifying algorithms, the
system can easily be transformed into the DCI opt-in variant.

Fig. 3. A first proof-of-concept implementation of the DCI as opt-out: only regions
surrounding a detected infrared beacon are anonymised.
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3 Legal considerations

In 1995, the European Union issued the Data Protection Directive (95/46/EC)
to be implemented by all member states. In this section, we exemplarily focus
on the German implementation of the directive in its Federal Data Protection
Act (Bundesdatenschutzgesetz, BDSG). The legal basis regulating the use of VS
(§ 6b BDSG [1]) only allows it under specific circumstances. The VS has to be
both sufficient to reach the intended purpose and necessary; i.e. there has to be
no less severe economically reasonable alternative [12, paragraph 236]. Further-
more, a weighing of interests must be fulfilled between the intended VS purpose
and the constitutional personal rights of the affected (Article 2 paragraph 1 of
the Basic Law for Germany), i.e. in particular the right to one’s own image and
the right to informational self-determination [5, paragraph 22].

The sufficiency of VS is mostly given, insofar as it is assumed to fulfil its
typical purposes: crime prevention, detection and deterrence. But also the ne-
cessity is generally easy to prove with the argument that high personnel costs
are hardly an economically reasonable alternative to the comparably cheap VS
equipment [5, paragraph 21]. The weighing of interests is mostly decided in
favour of the intended purpose, as § 6b BDSG allows VS to be used for exercis-
ing one’s right to domestic authority, or – even more generally – to exercise any
justified interest for a concretely defined purpose; and justifications – like the
state’s obligation to avert danger and prosecute crime or the individual’s interest
in protection of one’s property – mostly outweigh the mentioned personal rights
of the VS affected, as long as the VS is not done covertly but clearly signified.
Furthermore, recordings must not be stored longer than required to fulfil the re-
spective purpose, which of course can allow for rather long time spans depending
on the purpose interpretation.

Evaluating the necessity of classical VS versus the DCI, it can be asserted
that the DCI is in fact a less severe alternative. As all people are anonymised
by default, there is no infringement of personal rights any more. These benefits
should outweigh the slightly higher costs in most cases, such that the DCI can
also be considered an economically reasonable alternative.

Whether it is also sufficient in the same way as classical VS requires a more
thorough analysis. The foremost purpose of VS is to identify recorded suspects
in hindsight, which is definitely also provided by the DCI. If recordings are to
be analysed in a typically already protracted criminal proceeding, the relatively
short delay of requesting the SKs from the KKA does no harm. For emergencies,
there is the “break glass” functionality to immediately get a set of SKs. Another
purpose of VS is the deterrent effect, which is also catered for by the DCI.
Because people will be aware that they will be deanonymised if the crime fighter
convinces the KKA of the crime having taken place. This will in most cases
be possible by pointing out the respective scenes in the anonymised recordings,
because most suspicious actions are still recognisable, even if the “protagonists”
are obscured. This is also the reason why DCI-enhanced VS is just as suitable for
real-time monitoring. Turmoils or robberies, for example, show typical patterns
of movement that are easily spotted irrespective of whether the persons are
obscured or not. It can thus be concluded that the sufficiency is fulfilled.
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In economical scenarios, where customers renounce their anonymisation in
a loyalty program (cf. Section 4), the DCI is legally rather unproblematic. The
operator simply has to comply with § 6b BDSG by signifying the use of VS and
to let the participating customers sign his general terms and conditions (cf. § 4
and § 28 BDSG).

Of course, this exemplary discussion of the German legal context is not ex-
haustive and other legal contexts could be included. Furthermore, technical con-
cepts like the DCI have hardly been taken into account in the legal practice.
Thus, in addition to the following economic consideration, Section 5 extends
the limited normative discussion presented above by including an ethical anal-
ysis. This will allow us to look more broadly at normative issues and conflicts
introduced by VS and how the DCI can address these in a constructive way.

4 Economic Applications

DCI systems can not only be utilised for protecting individuals’ privacy in the
context of VS-based crime prevention and detection. They also allow for con-
ducting economically motivated video surveillance in a privacy-aware manner.
In the following, the potential of the here presented system in the context of
customer analysis for marketing in brick and mortar stores is discussed.

Store owners have long used video surveillance systems not only to deter
shoplifters but also for being able to present evidence in case of incidents within
their premises. However, video surveillance systems are also suited to precisely
track customers’ movement and even their direction of view [18,19]. This allows
shop owners to gain valuable insights that can be used for marketing, e.g. for shop
design or advertising campaigns. In Germany, however, customers’ high privacy
concerns are an impediment to the adoption and usage of such analysis methods.
The here presented DCI system has the potential of addressing these concerns
on the one hand and to guarantee that only the movements and behaviour of
customers who have consented are tracked, on the other hand.

The DCI system can be used analogously and complementary to the currently
popular loyalty cards in order to restrict tracking and behavioural analysis within
the store to customers who have consented on the one hand, and, on the other
hand, to reduce the privacy concerns of customers who have not consented. Two
options to harness this potential exist. In its current state of implementation, the
presented DCI system can be utilised as an easy opt-out mechanism. Through
wearing a respective signal emitter, e.g. on their clothes or on their shopping
cart, customers can opt-out of movement tracking and behavioural analysis.
However, this application would be in stark contrast to the “privacy-by-design”
requirement as laid down in the current draft of the new European General
Data Protection Regulation [14, Art. 23]. Still, the DCI can also serve as an
opt-in mechanism. Customers who consent to being tracked within the store
can signal this through signal emitters on their clothes or shopping carts. For
example, infrared LEDs could be used in this scenario, emitting light signals
that correspond to a customer account or profile. This would also allow for
combing the DCI with existing loyalty programs. In that scenario, the VS system
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would have to encrypt the whole video by default except for regions in which a
respective signal is detected. A problem to be solved in the commercial scenario
is the selection of an appropriate KKA. Further, the presented system has to
be extended in order to prevent “bycatch”. In case two customers, one who
consented to tracking and analysis and one who did not, are standing close to
each other in the store, the will of the customer who did not consent should be
prioritised and both customers are anonymised.

5 Ethical impact assessment

Due to the complex nature of both society and technology development, an
ethical impact assessment should not be considered an accurate prediction of
the future. Rather, it can be seen as a projection of intended and unintended
consequences of technology use and of the potential moral risks and chances.
Especially with regard to unintended consequences (side effects) of using new
technologies, legal frameworks often lag behind and do not address emerging
conflicts adequately. Ethical impact assessment then sketches plausible scenarios
and outcomes that can be used as a normative basis for deciding how to deal with
technological change in society. In many cases, as done here with regard to the
DCI, this normative basis can then be used constructively in the development
process. In this way, at least some of the foreseeable moral risks – even if they are
not yet fully covered by the legal framework – can be addressed by technological
means [22].1

If we take a closer look at the unintended ethical impact of implementing
VS technologies in public places, two argumentative perspectives can be differ-
entiated: (1) the unintended impact can affect specifiable individuals, especially
with regard to their fundamental rights and liberties; or (2) the unintended im-
pact can affect the character of a society as a whole, especially by contributing
to developments that make it more restrictive. The latter perspective becomes
especially important in cases where the impact for most specifiable individuals
is comparably small or mostly indirect, but where, in sum, we can still foresee
a considerable impact on the openness of society. Examples for this is the sub-
tle but constant expansion of security technologies over a longer period of time
(sometimes called the ‘boiling frog argument’ [27]) or the ex post expansion of
the purpose of data collection (‘mission creep argument’ [21]).

In the remainder of this section, we present a brief assessment of the ethical
impact of VS with and without the use of the DCI. This is done by means of
four metaphors [16] that are commonly invoked by critics in the relevant public
and scientific debates in Germany.2 Regarding the ethical impact on specifiable
individuals, we first look at the commonly perceived risk that the private lives of

1 Of course, not all moral risks can be addressed technologically and every techno-
logical “fix” may introduce new unintended consequences. Therefore, constructive
ethical impact assessment should rather be seen as a continuous process of reflection
than as providing a static set of design requirements.

2 Although we focus on metaphors from the German speaking debate, the terms trans-
late well and are just as informative for English speaking debates.
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customers or citizens become “transparent” to commercial and governmental ac-
tors (gläserner Kunde/Bürger). Afterwards we discuss the fear that persons un-
der VS are subject to what is called a “generalised suspicion” (Generalverdacht).
Regarding the ethical impact on society as a whole, we look at the metaphors
of an “Orwellian” and a “Kafkaesque surveillance society”.

5.1 Individual centric perspective

In the discussion about spatially limited VS in publicly accessible places, the
metaphor of the transparent customer predominantly denotes the fear that com-
mercial actors may collect and process data about their customers to an extent
that they can infer facts about their wishes, intentions and living situations.
Such information often includes private or even intimate facts that are widely
considered to be worthy of protection based on cultural norms of modesty (e.g.
regarding sexuality or illness) or based on the societal fear that some individuals
may be affected disproportionately (e.g. due to their financial or social situa-
tion). Furthermore, since intimacy depends on selective sharing of information,
the control over information about oneself has been recognised as a necessary
precondition to establish relationships with varying levels of intimacy as well as
for the development of our personality free from the impingement of others [15].
In contrast to this, the metaphor of the transparent citizen predominantly de-
notes the fear of far-reaching data collection and processing on behalf of state
actors. Here, the reason for considering certain information private and worthy
of protection is founded additionally in the fear of governmental overreach and
an overly powerful state. In democracies, therefore, state sponsored VS must
always be viewed in relation to rights and liberties that defend the individual
against the state. In comparison to commercial actors, state actors are therefore
usually subject to stricter checks of proportionality and more often require the
implicit or explicit consent of the affected individuals.

In both cases, however, such privacy intrusions are often considered justifiable
(especially in a legal sense) if they allow the protection of other societal values
– for example if there is the suspicion of criminal activities. Here, the metaphor
of the generalised suspicion expresses the fear that security measures such as VS
may be used indiscriminately so that all individuals may be subject to privacy
intrusions on the basis that some few individuals could be said to have criminal
intentions.

In classic forms of VS, individuals can generally be identified either manually
or automatically by making use of biometric facial recognition or other optical
criteria. In addition to that, the tracking of their movements throughout the
area under surveillance can allow to establish buying patterns, to infer personal
intentions or to reveal intimate aspects of their living situations. How much
time did this customer spend in front of the shelves with the condoms and
how often does she come to buy liquor? Does this person commonly use the
public transport system during working hours? How long does that man talk
to the preacher in the public square, how long to the people from the election
campaign? Especially techniques of long-term storage and automated analysis of
video data can present a severe infringement of individual privacy and the free
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development of personality that goes far beyond what people have to assume
anyway when they move in public places.

By obscuring the information that allows the identification of individuals in
the video images, this moral risk can be mitigated effectively as the recorded
data cannot be directly related to specific individuals. Depending on the im-
plementation of the KKA, such an intrusion is only allowed in cases where the
reason for it is checked and considered legitimate by an independent instance –
for example to collect evidence in case of shop lifting or assault. Furthermore,
even in such cases, only specific pieces of information can be revealed, such as
data relating to concrete individuals during a specific time frame. At the same
time, the intended benefit of the VS – e.g. police officers watching a public area
to react quickly in case of assaults or a shop detective watching the customers to
spot shop lifters – can still be achieved. Both scenarios show that the usage of a
DCI system can protect the privacy and intimacy of customers or citizens much
better than classic forms of VS. Furthermore, they allow restricting legitimate
intrusions to the necessary information.

5.2 Society centric perspective

The term surveillance society is used to express concerns about the prevalence
of surveillance measures of commercial or state actors throughout society. In the
context of VS, the term does therefore not refer to singular, isolated instances or
strictly limited locations, but rather to the gradual proliferation of this measure
and the threat that those systems could be networked bit by bit and the recorded
information merged to a large pool of surveillance data. In this context, the
metaphor of the Orwellian surveillance society denotes the concern that the
proliferation of surveillance measures may lead to a situation in which we are
almost constantly monitored and where we can never be sure how our behaviour
will be interpreted or which negative consequences might ensue later on. From
a democratic point of view, this implies the risk that the realisation of some of
our rights and liberties may fall victim to a form of self-control – for example
because we fear a more negative credit rating or being classified as a high risk
airline passenger. This can be seen as a pressure towards a certain standard of
normalcy that limits the open character of our society to a considerable extent.

In addition to that, the metaphor of the Kafkaesque surveillance society ex-
presses the fear that we may loose the de facto possibility of achieving an effective
remedy in case we suffer illegitimate negative consequences. This is especially
relevant in cases where it is highly opaque why the relevant decisions were taken,
based on which information and on which criteria and how those decisions can
be disputed. With regard to VS measures, this risk becomes material especially
in those cases where recorded data is handed over or even sold to third parties
without the consent of affected persons, since this would facilitate the consoli-
dation and misuse of data from different sources – for example in order to allow
pattern recognition for the detection of potential criminals or insurance risks.

In classic forms of VS, it is very difficult to effectively limit the circulation
and processing of the recorded data. Even in cases where signs inform customers



Revocable anonymisation in video surveillance 11

or citizens explicitly about the VS, it is almost impossible to foresee what infor-
mation can be inferred from the recorded data and how it could be used in the
future. Some of these risks can be mitigated to a certain extent when surveil-
lance actors promise to restrict themselves in the use of such data – but it is
unclear what would be the incentive for commercial actors to do so and how
misuse could be sanctioned effectively. The use of a DCI system by commercial
or governmental actors, on the other hand, allows the use of the KKA as an
independent party to effectively mitigate the risk of circulation, consolidation
from different sources and misuse of the recorded data. This is especially true
if only those pieces of data are revealed that are strictly necessary for a certain
legitimate purpose. Furthermore, for commercial surveillance actors, it could be
an incentive for the use of a DCI system if they can advertise their use of higher
standards of protection of their customers’ privacy. For both the commercial
and governmental case, we can thus conclude that a DCI system allows to also
effectively mitigate the society centred ethical risks of circulation of surveillance
data, of data consolidation from different sources and of misuse of that data.

6 Discussion and Conclusion

The advantages of a DCI-enhanced VS system over the kind of VS that is al-
ready massively in use today has been demonstrated in each perspective of our
multidisciplinary discussion. Still, there might be remaining criticisms towards
DCI that shall be addressed in the following.

A concern raised from someone generally opposing VS could be, that a DCI
technology would merely be a fig leaf for VS; leading to a higher rate of social
acceptance followed by an implementation of even more VS systems. That con-
cern would be justified if VS today would in fact be used very sparsely. Reality,
however, shows that we are already living in a society where VS is implemented
on a large scale, mostly accepted or not pondered over by large parts of the
populace. Replacing it with DCI systems will be given just as little thought by
those, but people concerned about VS today will experience a real improvement.

Another such concern could be about the DCI security. The whole DCI sys-
tem relies on the CMK’s secure storage both in the respective camera and in the
KKA’s central storage. If the CMK is obtained e.g. by a hacker attack, all record-
ings made with the respective camera could be deanonymised. As a precaution,
it is therefore recommendable to keep the same strict constraints of how long
recordings may be stored that are in place today for classical VS. Then, even if
the DCI security should get compromised, it would only be as “bad” as it is right
now without DCI. To keep a CMK save in the hardware of a camera there is a
manifold of techniques from the field of hardware security and trusted hardware.
e.g. tamper-sensing Meshes [2] or Physically Unclonable Functions (PUFs) [23].
Equivalently, the KKA’s storage has to be secured with state of the art security
measures.

Another question is: “Who is the KKA?” The trust of the populace in the
KKA’s integrity is essential. Thus, one could consider a democratic board unsus-
picious of collaborating with the respective camera operator. We presume that
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among the civil-rights activist now fighting against VS many would volunteer to
be part of a KKA and that they would be trusted; particularly by those scepti-
cal of VS. Another possibility could be a judge or ombudsman to decide about
when a key request is granted. In any case, transparency and accountability of
the KKA’s decisions and procedures are paramount for the creation of trust.

One also has to be aware, that DCI-enhanced VS does not provide perfect
anonymity. An obscured person might still be identified by a diligent analyst e.g.
by the fact that she was walking a dog or because he was – although anonymised
– observed leaving his residency. With an extension of the DCI algorithm these
sources of identification could be further hampered, but one should not be illu-
sionary about the limits of anonymisation.

A last concern could come from advocates of classical VS; namely that a DCI
is more expensive than classical VS. This is of course true. The extra hardware in
the cameras and the administrative efforts to regulate the exchange of requests
and keys between the crime fighting instances and the KKA does not come for
free. The question we have to ask ourselves as a society is, whether a decrease
of intrusion into our privacy and intimacy as well a decrease of infringements of
our civil liberties would be worth that extra cost.
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