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Abstract. Social media and social network sites (SN&J to preserve users’
privacy, in order to achieve full acceptance and to succebd application mar-
kets. Thus, SNS developers need to understadithke into account users’ pri-
vacy concerns as early as possible in the development. It is diffiowlgver, to
foresee how the system fulfillsats’ privacy expectations until the system is in
actual use. Different user-centered techniques applied during te®opeent
can offer insights for developeiisto users’ privacy expectations and concerns
In this paper, we empirically show what kinds of privacy concerns usantaspo
neously brought forth in a formative usability test of a socialokking site and
how these were attributable to different features of the applicatidnmedated
coping mechanismdhe identified manifestations of privacy concerns help SNS
designers and evaluators to pay attention early to privacy issues ashpetu
of user centered development.
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1 Introduction

Many people perform their daily activities through different social onlinécgtions,
ubiquitous services and social networking (and network) sites (SN8ydén to be
useful and usable, these systems requste share and disclose personal information.
For example the personal tracking, monitoring and surveillance capabilitigsaof
technologies may bring many useful applicatitmeveryday life, be it about personal
sports or targeted ads based on personal online consuming behavior. Despite th
terest in the benefits, people are more and more concerned about whpeopilercan
see and how their personal information is used in the futurehyamdhom. In the era
of popularity of social media and SNSs, privacy issues have become onentfor
daily concerns, which are seemingly complex to manage in practice.

From the system developer point of view, it is noteworthy thauitle’ privacy
concerns and trust towards the system affects its future acceptanadagmation [1].

1 For example, numerous web pages exist to instruct SNS users for managipgvihey .
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While some of the systems are only a channel for communicationcane have be-
come ari‘institutionalized” norm (such as Facebook), people as consumers and citizens
do have the possibility to select which service, platform and SNS application tleey tak
into use. Systems that do not meet our expectations concerninigysgediprivacy are

most likely not the ones we want to use in the future and take into usefirstiplace.
Thus, privacy becomes also one of the determinants for thessuof social media
applications in the consumer markets that businesses and developers beagvare

of andbe prepared to design for.

However, it is often difficult to evaluate the effects of a certain technologyrie
vacy [1] One of the challenges for developers is to identify the evolving nanas
values of users before they can take the application into use F&f3g¢xample, the
expanded use of Facebook has certainly shaped public opinion abouy jaribcre-
ated personal mechanisms for preserving it, which may have béenldib foresee
before launching such syste@n the other handisers’ privacy concerns may bd a
their peak in the beginning of the use, but decrease over tim@rj&]of the ongoing
problems is that the privacy design toolbox for developers is ratttenology-oriented
and data protection centric. Developers may focus for instance on usemtaattion,
user account settings and security of program code when despghiagy for their
systemsYet, with social networking sites and services, people have many strategies to
preserve their privacy, other than the dedicated settings and featurestéme sifers
[4]. Thus when designing these systems we need to understand people’s personal pri-
vacy preferences i.e. how they construct and manage privacy intsobiteal inter-
actions [5] The lack ofaclear link between privacy and design currently hampers this
work. For example, the workshop of the latest popular HCI conference wedaem
search that seeks to translate academic privacy insights into a set of gaidelth
practices useful to design practitioners. [Bere is a need for privacy-centric design
principles and effectivenethods for exploring people’s privacy preferences [1,2], [5],

[7].

During the software development process, the designers gather inforrabtat
the target audience of the system and their specific needs and prefetisatslity
and user experience evaluation methods are widely applied for thesegsuipesbe-
lieve that these common methods introdaggomising base for privacy inclusion in
the design practice. A vast amount of privacy research in the field odilFaidy shows
a tight interconnection of privacy and usability concepts (e.g. 7], like usability,
privacy is a holistic property arapervasive feature of interactive systems that cannot
be an afterthought in the design process [1], [3]. In consequaddeessing privacy
and usability problems during the system development with simédinods is worth
studying in detailThe question is: Howdothese privacy concerns manifest themselves
in a usability test and what kind of privacy issues such a classical methoeveal
In this paper, wconduct an analysis of what kinds of privacy concerns usgusatly
and spontaneously bring forward in a usability test sbcial networking prototype
which aims at sharing content around real life events. By manifestatmivaty con-
cern, we meaunsers’ verbal and non-verbal behavioral indicators during the system use
that could determine opportunities for encountering loss of privadyeifiuture Our



perspective is on thosgers’ privacy concernattime of use that trigger potential cop-
ing mechanisms unless directly supported by the technology. Theyseggearch has
mostly studied the actual coping mechanisms after excessive use érif]9]).
Thus, originality of this research lays apart from scrutinizing ilisakesting as a
method for revealing potential privacy issues, also in studying pro@werns of first-
time users with a short-term user intervention during theesyslevelopment phase.
We list the different privacy manifestations observed in theTé# helps SNS devel-
opers and evaluators to pay attention to priva@more elaborate way during similar
design phases and eventually design their SN&séos” desired levels of privacy.

2 Privacy Concernsin Designing Social Networking Sites

The boundaries of social online network sites are somewhat bliviest sites share
the core feature of public or semi-public user profile that others can traverse and pe-
ruse with different intentions such as contacting, friending or datibg 1] However
the user profile may not be in the essence of the SNS usage, baedheffshared
content, mutual activities and communication in the extended social netSavial
media, a close concept to SNS, can be defined through seven functionabis! aixs-
tity, presence, relationships, reputation, groups, conversations andgsfi#], or
simply as beingall about sharing content with a community” [8].

A definition of privacy by Altman [13] states, that privacy is a predeat paces
and regulates our interactions with others. In social environments, peofenain-
tain an appropriate level of access they give of themselves to oilatisn’s proces-
sual and dynamic view draws a sharp distinction between how mwvelkyusers want
and what they attain during the system use [7], [14]. The fitdmt the desired and
the attained level of privacy is not only sound, but also ¢nhAynce individual’s social
relationships and benefits of SNS.[9]

Definitions of privacy concern vary froffa loss of control over their personal in-
formation” [15] to ones that cover a broader range of human behaviors depemdin
the view on privacyln Altman’s view, privacy concerns can cover broadly any inter-
personal action that serves regulation of one’s social interactions [9]. For example, pri-
vacy concerns can be studied as individuals’ concerns of suppressing their true identity
(anonymity), losing control of unwanted information (intrusiond aontrol of distri-
bution of personal information (autonomgy,being exposed to monitoring and track-
ing by others (surveillance) [16}ollowing Altmaris view, privacy concerns have been
decomposd into three basic elements [7], [14]: 1) reguigtsocial interactions, 2)
giving access to and disclosing information about oneself and 3) mgragn identity
and self-presentation over time. Each can introduce a personal privagyhgs the
boundaries of privacy are negotiated with the environment and in cataleodis-
course with others (privacy as a discourse see e.g. [3]). The ektie privacy risk
can be determined by rationally evaluating our personal coping capabilithés po-
tentially difficult task or situation (privacy as an economic rationality, sg3). In
using SNS, usability of the system features and user interfaceimeviitably affect



how people perceive their personal coping capabilities, i.e. determine thesffiself
cacy, and thus further affects how concerned they are about tiveirypf17]. People
who feel confident about their survival capabilities over a potential risktfe2g have
some privacy control mechanisms) experience less anxiety towards the.dyste
bling every user to achieve their desired level of privacy should be ieshiar SNS
developers as well [9]

Different user strategies and coping mechanisms exist to preserve suoegieri-
vacy boundaries in social networking sites [4], [8]. These strategiebealistin-
guished between mechanisms supported by the user interfa®sSefand‘coping
mechanisms which are an individual’s response outside of these confines to mitigate
potential boundary interpersonal violations.” [4]. Coping mechanisms can be divided
into mental and behaviorgbreventive and corrective, and further into collaborative
andindividuals’ actions [8]. Users apply corrective coping mechanisms after a privacy
risk has realized and preventive mechanisms before. For example, iativégylya
corrective mechanism when they are untagging a photo whereastheyensk ap-
proval before tagging a photo from the persons involved thely appreventive col-
laborative mechanism. Karr-Wisniewski et al. [18] identified five typesoohbaries
that peoplaegulate with different mechanisms, in order to achieve the desired privacy
level in SNSs: network, territorial, disclosure, relationship and interactionablbeun
ries?. For example, turning off the wall on Facebook is about controlliegriterac-
tional boundary, whereas removing someone’s distracting comment from the personal
wall is about controlling the territorial boundary [18,119] practice, these mechanisms
need controlling actions by users such as filtering, ignoring, la#tibg connections
withdrawal from sharing content, aggression, compliance and conga ¢4].

Because not all of these identified coping mechanisms are implementeueint cu
SNSs, understanding the privacy mechanisms people use within SNISs@#mpin-
pointing areas where personal privacy management can be suppadrtguidung user
interface design [4]. For instance, SNSs could implement more sophistiittetéoigf
functions for generating relationships, support collaborative negotiatiafowned
content (e.g. about photos where one is tagged) and facilitate reconcilifigts @md
motivations behind different actions e.g. due to unfriendingNMfeover, photo tag-
ging features of SNSs could be redesigned with customized permissi@ggiog and
negotiation features [20] and online video media spaces could needtémcmsnore
fine-grained content control [7].

In this paper, we are mainly interested in coping mechanisms that leghdoes
not supportin accordance with the aim of the classical usability test: to identify differ-
ent usability problems of the system that need fixibgr approach is both evaluative
and constructive. Evaluative approach on privacy examinessth€ preferred and
achieved levels of privacy, whereas the constructive approach offgigndolutions
and principles [9]In our study, this meantahprivacy concerns expressed by the users

2 We refer to these mechanisms by Karr-Wisniewski et al. (2011)p[iBWisniewski et al.
(2016) [19] throughout the results section and identify whicbhaeisms emerge in a usabil-
ity test.



were traced back to the specific features and functions of the systdmt practical
design solutions could be suggested

3 Research Method

3.1 Introducing the social networking site

We teséd usability of a new social networking application developed by a global IT
company The idea of the application was to collect users’ photos and videos taken in

the same event to a single site. The situations where the application was desfaied us
were family get-togethers, celebrations, large public concerts and sports whene
every attendant could contribute to the shared content by taking and shatios) goid
videos of that event. Depending on the privacy settings of the everg application,

the other application users could see the content. The disruptive innovatiorakdoe w
replace photo sharing with USB sticks, provide a public or private spagkdto shar-

ing and allow each member to contribute and access to content.

We conducted one to one usability test sessions for 7 test participants jrtvigril
weeks after the developer launched the beta version for public. The applivaton
under continuous development and during the test only the magassecreating an
event and inviting friends, joining an event and publishingtg in it, was imple-
mented. The application was downloadable free for all major mobile platforms as well
as accessible fremsa desktop version for computer use.

The application is used in practice as follows: A user creates a sharedmspace
certain event with the application, acts as the founder of the event and iedifés @
join the event. The event founder sets also other parameters, like the pubtaition,
duration and the name of the event. The founder sends invitatiemadil or SMS as
the current application version did not implement a list of friends attachedidera
profile. Users could search events by the name or spot these in tiwnlocap as well
as access published public on€ke users who had joined the event could download
and ‘like’ photos and videos of the event. The feature that allowed comméimting
content was under development during the time of thethestevelopers planned in-
tegrating it with Facebook comments

The application implemeat characteristics of a social network site due to embed-
ding a user profile, allowing connections with others through joévedts, and aiming
at sharing photos and videos with the connections. However, at tnetithe study,
the user profile feature was practically empty and contained onlyféeppeture,
username, and a URL address for viewing events hosted and jgiried bser (not
accessible from mobile). Thus, a list of friends was not impleméntisdlation from
the events, anth wall” feature attached tme’s profile contained only events and was
accessible onlpy following the given link with a browser. The application was closer
to a social “networking” than a “network” site [11], because one’s articulated network
was missing and the connections to others were more temporary &edtindn the
other hand, the application would appear even more different from SN&s,tdfok
the event and the shared content as the unit of analysis (e.g. aslaotnming appli-
caion to collect photos from the event). Of the building blocks of soeédia [12],



the application did not explicitly reveal the presence of other users althasighith-
plicitly inherent within events that last a limited time (i.e. users could assumatthat
tendees are present in the application and in the real life event). Nosujbort writ-
ten conversations, which were to be implemented. The application, hodieMembed
characteristics of the rest of the building blocks. As it has been foahphbto tagging
in SNSs caused users to lose their control over information disclosuideatity [20],

it was important to identify such featurgmt could be sources of users’ privacy con-
cerns and might prevent the desired level of privacy early in the desicgspro

3.2 Usability testing procedure

The usability test was the first usability test with real users for the applicaiubnit
took place in laboratory premisd@he test objectives were set in the two-hour discus-
sions with the development manager. The test aimed at evaluatingathikyusf in-
stallation procedure (mobile app) and the usage flow of the main seeTda&e main
use case was defined as creating an event and inviting friemiagjan event and
publishing photos in it. Installing the application included registering anthidading

the app from the particular app store iatmobile phone. The number of test partici-
pants, seven, was judged to be adequate for the purposes of this evaluaéeneral,

it is enough to findhe majority of critical usability problems.

The usability test was incorporated into a real event marketed by the corpany
event was the celebration of th# df May and targeted at university student associa-
tions who could compete against each otHah®price of “the best event”. We used
this real event as a reference scenario for usability test tas&bility test included 13
test tasks, which covered almost all application functions (create event, seaitsh even
my events -functionsBhort versions of the tasks were as follows: 1) Install the appli-
cation into your mobile phone 2) Create your own event 3jdmyour friends to your
event 4) Add a photo to your event 5) Add a video 6) Searchear egarby yo and
view its photos 7) View photos of the X event 8) Select the best ph&er@l the best
photo to your friend 10) Join to theevent 11) Add a photo to the Y event 12) Save a
photo 13) Delete your own event.

All the seven test sessions were video and audio recorded @gdezhlater based
on the recordings. The test participants were all university studentsfahrakes and
four males, 20-39 years old recruited randarilye basic information about the par-
ticipants was collected with pre-test questionnaire including: Age, gender, mobile
phone information, trials and continuous usage of different SN®§) gharing prac-
tices in the SNSs and regarding some specific events, and earlier use expétieace o
tested application. Two of the test participants had already downloaded the application
and tried it once.

The testing procedure was an informal think aloud where the test adatoristad
an active rolewhich means that we exceeded the classical “keep talking” style [21] and
took more interactive and relaxed communication style.[PRls meant that the ad-
ministrator not only handed the tasks, but also asked actively what particigatris ar
ing to do and what they think of particular way of operating the sydtekencommuni-
cation with the participants was not limited to test tasks, but continuedydhempost-



test questionnaire, which included, for example, the following opestigms and the
guestions answered in Likert-scatow fluent was adding photos to your event? How
satisfied you are with the following features of the applic&vihat was the best/worst
in the application use? In what situation would you use the application intthre®
Despite the active role of the test administrator any direct questions abaut/pssues
were not raised and those were not asked in the pre- and postpeistis. We em-
phasize that the test was of classical and standard nature where privacyscomeern
not included in the objectives and targets of data colleciiba case study presented
in this paper exploits a retrospective data analysis, which, in comaalsits target on
privacy and its manifestations &usability test. Data analysis was performed bottom-
up with the final test report, related documents, ntéssrecordings and transcriptions,
iteratively building understanding about different types of privacgeonmanifesta-
tions.

4 Results

The idea and the purpose of the application got very warm reception ahsotest
participants. For example, one participant told:tfdrsonally I have had need for this
kind of service for a long tim&3 (P1) The participants operated very fluently through
the main use case, i.e. all the test tasks from installing the application togcatin
event and sharing some content in it. The main use casslegisally flowing proce-
dure and well understood by the users. No major usability problemesobserved in
the operation and, thus, the system usability was considered rather excetleatt i
regard

However, the observations indicated that participants were more concernetl-of ap
cation use before and after the actual event took place. Largely, thessonegens of
personal privacy, intimacy and security that were attributable to certain featdres an
functions of the applicatiorBefore the event, the participants were mainly concerned
of administrative rights of the founder of the event. The particighdtsot easily per-
ceive their rights and responsibilities before creating and sharing thetewathers
After the event and as a member of the specific event, the participargsmainly
concerned of what rights and possibilities they have in downloadingedetind, pos-
sibly embarrassing, photos shared in the event. Such privacy coacernelated con-
ceptual design directions were introduced as the main results of the tibst fmvel-
opers and discussed next in detail.

First, some of the privacy concerns were manifested explicitly, becausartioe p
pants could identify and express a privacy problem in detail. For exaimpleajority
of the participants spontaneously remarked that the event founder hasbdityass
change the name of the event after people had already joined it. OthergEahsid
naming a compulsory feature that should not redesigned, while the reisidpairn its
problems if the founders misused the feature and the applicatiamotidform the
attendees about the name change. Althouglpdhgipants’ opinions were polarized,

3 Participants’ comments are translated from the original to English language. P1 refers to test

participant 1.



they all identified and acknowledged the privacy risk attached wittetttare. Renam-
ing is possible also in other SNSs that allow creating groups and shared (spgices
Facebook), which may be the reason for the sensitivity andeaess of the partici-
pants for this privacy conceriihe studied SNS did not support users’ need to regulate
their territorial outward-facing boundaries, which means for example witiya
from obscene content posted on user’s wall*. As with other SNS, the participants needed
to selecta corrective coping mechanism with the risk (e.g. unjoin the evieathuse
no other solutions were implemented or preventive coping mechanisitabkva

Second, and in contrast to clear identification of the risks in advaeqeatticipants
were totally unaware of some of the privacy risks and consequehfestoes used
In particular, they had problems in understanding how the duratibe efzent affected
on its visibility and accessibility (i.e. publicity). For example, ondigipant assumed
that after the event reaches its end duratiovill be not visible in the public map and
accessible through the search functions of the application i.e. everitudlgcomes
private” (P3) Instead of restricting public discovery, another participant interpreted that
the duration only closes the possibility to upload more photos to thé. &mracy
concerns then varied between disabling and blocking interactional boundarigis{i.e
ing access to oneself) to regulating territorial inward-facing content (i.e.appatrs
in a“news feed”). Both assumptions about the functioning above seem to be justified
although wrong, interpretations about the of the feature: The duratigrestiicted
new joining the event i.e. contred network-discovery boundaries (i.e. access to net-
work) and relationship boundaries, which regulate whom one lets be peatwadrk.
This example further shows how users can be unavfaramisinterpret privacy related
consequences when they are not exactly sure about the meardnfyrdtionality.
Moreover, such features may not be related ti-fwi‘privacy settings™ at all. Never-
theless, the participants seeto naturally relate the use of these features of the SNS
to privacy issues and made them part of their personal privacy magatgdine utmost
problem of this type of conceriisthat users may not identify and apply any coping
mechanisms at all, as the privacy problem itself stays hiddenfinstiyglace. This kind
of a situation leads users inevitably to corrective mechanisms after thasiskalized,
although the effectiveness of the chosen mechanism may vagsbky Similar, unin-
tended privacy violations were common in the context of P2P file shdwiago mis-
understood logic and functions of the application [E8} the developers, these types
of privacy concerns indicate a need for clarifying the meaningeofetiture in a way
that decreases misunderstandings by the users and gives them afetiiipto eval-
uate the threat to their privacy. In this case, the application couldmplementeca
simple text explaining the meaning of the event duration.

Third, atype of privacy manifestations became apparent when the participants had
a clear expectation about how something should be working and a efsmbe state
of the system regarding the privacy issue. In this type offestation, they not only
expressed and identified their potential privacy concern, but they were astatisted
certain functions (i.e. they expect something else to happen) and/@iteathtive

4 Privacy boundaries and coping mechanisms are discussed lnakedrdVisniewski et al.
(2011) [18] and Wisniewski et al. (2016) [19].



(technical) solutions directly in their mind. For example, the participaistsd a highly
negative concern of someone uploading inappropriate photos to the saedjice the
first place noted, about their inability to remove these photbsomeone takes a photo
of me vomiting and | cannot do anything for it without contactingajyglication de-
veloper, it is very sad. Ok, the same problem appears in otpkeajons, also in Fa-
cebook [...] but here I feel it is a bigger problem because this application has a different
kind of character.” (P6) According the participants, an inappropriate photo of oneself —
or even a photo where ones “hair is not washed or set correctly” (P7) — should be pos-
sible to delete. These privacy concerns relate to missing corrective mechi@anisrgs
ulating confidant-disclosure boundary, which occurs when sonmdiiishes personal
information about someone eldeeleting the uploaded content was possible only for
the founder of the eventh€ event represents its founder’s “wall”, where the system
supports both territorial outward-facing and confident-disclosunér@s only for the
founder Becausene’s own photos were not removable either, this privacy concern is
also about controlling the boundary of self-disclosure, which cerssighat personal
information one discloses in the network.

Another example about third type of privacy manifestation becanilegdiawviting
people to the event. In the role of the founder of the event, the participatésan
instant assumption that if they create a private event, they will kmmovhave been
invited in the event and that they can moderate invitations i.e. control whgetvthe
invitation. The assumption was however false, because the invitatioaserdrwitha
code in an email or in a SMBessage that could be shared further byréseivers The
situationweakens users’ trust towards the applications features and their own capabil-
ities to preserve privacy of the photos and overall intimacy of the :é{gtitere is an
option to create eitme public oraprivate event, | suppose | should be able to monitor
and moderate that private event... it is quite unpleasant situation if anybody can invite
any friend, and at that stage, my trust is not very high that mgapantos will remain
private... that can be a serious problem to someone.” (P7).Thus, regulating one’s rela-
tionship boundaries within the event in a preventive way was pogrposted. On the
other hand, the participants found that the event founder could selecthang repe-
cific individuals from the event. However, the participants did not distissarrec-
tive mechanism as a solution to the initial controlling problem probably becthes
damage had been alreadiyne The mechanism came too late (i.e. corrective) and was
not effective for the initial problem that needed mechanisms that are moretweven
Now the participants implicitly employed a collaborative mechanism not to giere
code with third parties.

Fourth, a type of privacy manifestatiorasrelated to use situations where the par-
ticipants felt unconfident and uncertain about the actions they had dakletheir ef-
fects within the application (e.g. what just happened?) or in somevadlyezxpressed
distrust towards the system. For example, the application did not givieedback
whether the invitation message was delivered ar‘iatippose the message was sent”
(P6), “You get a feeling that you should send the message again” (P5). The subsequent
privacy related problem the participants experienced was that the foundet Kicbw
how many and to whom invitations were already sent, thus ligiapay again their
control of relationship-connection boundarigbe problems related to the technical



infrastructure, in this case mostly the slow speed of the mobile internetatom,
introduced more these type of privacy concerns among participantmrha@odenom-
inator is that these took place by accident. For example, five out of seven pagticipan
used their own smart phones in the test, which meant that their phereesf different
quality and speed in internet connection during the test. Quite manyesiifem poor
quality of the touch screen (P7), slowness of the phone and thestntermection (P5,
P6, P7), or slowness of the service response on the server sidan@P&)smissed point
of touch (P1). These became privacy concerns, because participants eetaimiif
and when something was touched, downloaded and uploaded anith:sa fon always
about to press twice because this does not show the download symbol...[wait-
ing]...now it shows that it is going somewhere.” (P6). For example, one participant
meant to scroll the screen by wiping, but notified few minutes later éhhad acci-
dentally joined an event (i.e. pressed the join-button instead wipihig)rdised a user
requirement for the application to confirm whethgsu really want to join?”(P5). With
the dialog, users could better control their identity and self-presentatiof7sedd-
ing photos and videos to the event introduced another accidental priveatytkiat was
due to inconsistent interface design and slowness, which similarly madgppats
feel unsure whether some action were already processing. Addingt@ fpom the
photo gallery did not have any confirmation dialog (as when using theraaapplica-
tion) and users need to pick the photo without viewing it ia full screen. That in-
creased the risk of uploading a wrong ph&Raetty odd that it did not ask if I want to
share this photo but it directly shared it. What if I had touched the wrong photo?” (P3)
Another participant (P5) uploaded two times the same video, because midsing
confirmation dialog and the slow internet connection, which preventeddtining the
ongoing video uploading. The fourth type of privacy manifestatiended to end up
in users’ distrust or in inventing preventive technical mechanisms. Confirmdtan
logs for both photo uploading and joining the event, as well assyitgus feedback
introduce simple preventive solutions for regulating self-disclosure tilgetrorrective
ones were not supported (e.g. deleting own photos).

5 Conclusions

Usability testing as a method for the evaluation of SNS prototypes seems ke invo
spontaneous privacy concerns among test participants. The behavioral pétenns
privacy concerns emerged in the formative usability test of thecappn were of four
distinct types (Table 1). Users eitlegpect a certain system behavjadentify a privacy

risk directly,feel unconfident about system behavior,ape unaware and assume po-
tential privacy riskdo be present. The types are not exclusive, but rather related and
represent a continuum from users being ignorant or slightly waoiegpressions that
involve more detailed risk identification and suggestions for improverRenexam-

ple, when people have strong expectations about the desired level of privadingegar
some functionality and suggest some improvement, they presualablgan identify
the risk in detail. Based on the case findings, we emphasize that usetdcessarily
express any explicit concern. They can be unaware of the meanifgnatidning of



some specific feature, which eventually will affect their achieved and expetikves

of privacy. Thus, a privacy risk itself may stay hidden durisg and require interpre-
tation by the evaluators, in order to become exposed and eliminateddsygn- as is
the common case with usability problems analysis in generalwbhisis complicated
by the wide range of system features that have an effect on privatyabare not part
of official privacy settings at all. Most likely, these “hidden” features are in the majority

and lead to users’ false assumptions or stay unrecognized during the first-time use. For
example;“often participants did not know that private information was being slaared
all and blamed thsite”® and did not exploit interface controls available for information
disclosure. Respectively, users may explicitly express a privacy coetated to some
feature when it actually does not have an effect on their privacy. Howe®er,are no
false positives when experiencing something: The desired level of privhagés on
personal experiences and satisfaction, and it is important to collect tipeseerges
and fix the misunderstandings caused by the design.

Table1l. Types of manifestationsfasers’ privacy concerns during a formative usability test

Types of privacy
manifestations

How manifestsin a
usability test?

Examplein the case
study

Unsupported mech-
anisms®

Usersexpect a cer-
tain system behaviol

Users require correc-
tive and preventive
functions

Removing own and oth-
ers’ photos of oneself;
disseminating invitationg
to strangers

Confidant-disclosure
Relationship-connection

Usersidentify a pri-
vacy risk directly

Userspaint out how a
feature can be misuse

Obscene renaming of th
event by the founder

Territorial outward-fac-
ing

Usersfedl unconfi-
dent and express
distrust

Users wish for preven-
tive functions, more
control and con-
sistency of features

Confirmation dialogs for
joining the event and up
loading content; tech-
nical infrastructure prob-|
lems

Relationship-connec-
tion; Self-disclosure

Usersare unaware Users misunderstand { Setting the duration of | (Experienced by the us-
of risks or assume | meaning of a feature | the event ers:) Territorial inward-
potential facing; Interactional dis-|

abling and blocking

The procedure of the usability testing applied in the case study waslassical in
nature. The industry and practitioners employ widely this kinfbiohative usability
testing for the systems and prototypes under development. The inteeaxtivelaxed
think-aloud protocol applied in the study is the most used protoaahility testing
[21]. The chosen think-aloud protocol affects very little on the rewrabd type of us-
ability problems found [24]. Therefore, we must emphasize thttigrsettingthe test
participants brought up the privacy issues naturally and spontaypeéoidiscussion
about system features and usabhilftis natural approach for privacy exploration, the
lack of explicit privacy questions and exploring concerns of firsetiisers is different
from research settings found in literature. For example, Sadeh et atigidrately

° [18]p5
6 Coping mechanisms that the studied SNS did not support (see [19]).



designed their study for understandjrgple’s attitudes and behaviors towards privacy
when they interact with an application. That kind of predefined apdrawental ap-
proach to study privacy would naturabig the most beneficial in improving the match
between the preferred and implemented levels of privacy during/stens develop-
ment. On the other hand, this is not always possible and a nezsitaridserve privacy
related concerns and behavior as a natural part of user-centered metidniish ithis
paper has contributed. Spontaneity of privacy concerns drives us to atotisability

is a privacy issue, equalbsit has shown to be a security issue [26]. Users can desire
some level of privacy only to the extent they are conscious of such/Athieving a
certain level of privacy depends on the usage skills of the usezlbasnon what the
system offers. In that regard, theers’ both privacy states, desired and attained, are
phenomena that traditional usability testing can help to explore. The cmgiciga-
nisms presented by [8], anti§19] help us in understanding the nature and causes of
the issues unearthed in testing as well as in making more adequate sug{pssigsis
tem redesign.

In our case, we could especially observe situations where the upergeaged too
low privacy levels [9] This is because usability testing is a problem-centric technique
that does not strive for positive findings iieis not targeted at identifying situations
where the system exceeds all the expectations of the Mmmover, theisers’ con-
cerns and coping mechanisms in the test were not real behavioral adaptatiens in
long term, but their intentions and conceptions due to the first timshamtiterm use
situation Originality of this research lays, apart from scrutinizing usability testing
method for revealing potential privacy issues, also in studying pro@ugerns of first-
time users with a short-term user intervention during the sydesmlopment phase.
Users’ intuitive and instant opinions about system privacy have defintedgtical
value in systems development, but may also offer analytical insigbthow privacy
concerns change over time; what kind of system features are invnltiegse consid-
erations; and how SNSs can provide new controls and support mechamigra fu-
ture These are also interesting new research areas.

The types of privacy concern manifestations presented here are to help dasign p
titioners pay attention to privacy as a natural part of practicing user-ceuesigh
methods. The found types do not represent a complete set of éll@aser behaviors,
nor are all technological and interpersonal coping mechanisms found in tatitier
present and applicable in the context of this research (cf. [18,19]). Ousiariabns
on one usability test only. The studied application was very simple sgstapared to
features and purposes of the most popular SNSs. Built around realelifes ewithout
a list of friends to traverse or interpersonal relations as its primeug fthe application
could only involve few mechanisms for regulating personal privebg method used
here could be used to discover different privacy coping mechanisms apilizddif-
ferent kinds of more complex SNSs in the future.

References

1. lachello, G., Hong, J.: End-user privacy in human-computer interadtoundations and
Trends in Human-Computer Interaction 1(1), 1-137 (2007)



10.

11.

12.

13.

14.

15.

16.

17.

18.

. Vitak, J., Wisniewski, P., Page, X., Lampinen, A., Litt, E., elf, R., Kelley, P.G.,

Sleeper, M.: The Future of Networked Privacy: Challenges andr@pjices. In: Cosley,
D., Forte, A., Ciolfi, L., McDonald, D. (eds.) Proceedings of th# AEM Conference
Companion on Computer Supported Cooperative Work & Social Compppng@67-272.
ACM, New York (2015)

. Dourish, P., Anderson, K.: Collective information practice: Exploririgagy and security

as social and cultural phenomena. Human-computer interg2fi(®), 319-342 (2006)

. Wisniewski, P., Lipford, H., Wilson, D.: Fighting for my space: Cgpmechanisms for
SNS boundary regulatiom: Konstan, J.A., Chi, E.D., H66k, K. (eds.) Proceedings of the

SIGCHI Conference on Human Factors in Computing Systpms609-618. ACM, New
York (2012)

. Lampinen, A., Stutzman, F., & Bylund, M.: Privacy for a Netweal World: bridging theory

and design. In: Tan, D., Begole, B., Kellogg, W.A. (eds.) CHI'11 Exterdestracts on
Human Factors in Computing Systemp. 2441-2444. ACM, New York (2011)

. Workshop at CHI 2016: Bridging the Gap between Privacy by DesidriPavacy in Prac-

tice. Call for Participation. https://networkedprivacy2016.word-
press.com/call-for-participation/

. Boyle, M., Greenberg, S.: The language of privacy: Learning froeovidedia space anal-

ysis and design. ACM Transactions on Computer-Human Interatf(#), 328-370 (2005)

. Lampinen, A., Lehtinen, V., Lehmuskallio, A., Tammin&n, We're in it together: interper-

sonal management of disclosure in social network services. In: Tan, PatFkik, G., Gut-
win, C., Begole, B., Kellogg, W.A. (eds.) Proceedings of the SIGQHiference on Human
Factors in Computing Systems, pp. 3217-3226. ACM, New York1(201

. Wisniewski, P., Islam, A. K. M., Knijnenburg, B. P., Patil, S.: &8ocial Network Users

the Privacy They Want. In: : Cosley, D., Forte, A., Ciolfi, L., McDon&ld(eds.) Proceed-
ings of the 18th ACM Conference on Computer Supported Cooperativk 8/ Social
Computing pp. 1427-1441. ACM, New York (2015)

Gross, R., Acquisti, A. (2005). Information revelation and privaagyiline social networks.
In: Atluri, W., De Capitani di Vimercati, S., Dingledine, R. (eds.) Pedaggs of the 2005
ACM workshop on Privacy in the electronic society, pp801ACM, New York (2005)
boyd, d. m,. Ellison, N. B.: Social network sites: Definition, history, and scholarshoipt-
nal of ComputeMediated Communicatioh3(1), 210-230 (2008)

Kietzmann, J. H., Hermkens, K., McCarthy, I.P., Silvestre, B.S.: Sociaam&et serious!
Understanding the functional building blocks of social media. Busidesgons 54, 241-
251(2011)

Altman, I.: The Environment and Social Behavior - Privacy, Pals8pace, Territory,
Crowding. Brooks/Cole Publishing Company, Monterey (1975)

Palen, L., Dourish, P.: Unpacking privacy for a networked worldCbtkton, G., Korho-
nen, P. (eds.) Proceedings of the SIGCHI Conference on HumtmdHacComputing Sys-
tems pp. 129-136. ACM, New York (2003)

Tan, X., Qin, L., Kim, Y., Hsu, J.: Impact of privacy concersocial networking web sites.
Internet Research2(2), 211-233 (2012)

Metzger, M. J., Docter, S.: Public opinion and policy initiativesdialine privacy protec-
tion. Journal of Broadcasting & Electronic Medig3), 350-374 (2003)

Yao, M. Z., Rice, R. E., Wallis, K.: Predicting user concerns about optimacy. Journal
of the American Society for Information Science and Technol6g), 710-722 (2007)
Karr-Wisniewski, P., Wilson, D., Richter-Lipford, H.: A new social ordeedianisms for
social network site boundary regulation. In: Sambamurthy, V., Tannir¢edd.) Proceed-
ings of Americas Conference on Information Systems, pp. 1-8.3%d8oit (2011)


https://networkedprivacy2016.wordpress.com/call-for-participation/
https://networkedprivacy2016.wordpress.com/call-for-participation/

19.

20.

21.

22.

23.

24.

25.

26.

Wisniewski, P., Islam, A.K.M. N., Richter Lipford, H. Wilson, D.C.: Framing bfehsur-
ing Multi-dimensional Interpersonal Privacy Preferences of Social Netwo8itegUsers.
Comm. of the AIS. 38, 235-258 (2016)

Besmer, A., Richter Lipford, H.: Moving beyond untagging: photo pyiviaca tagged
world. In: Mynatt, E., Fitzpatrick, G, Hudson, S., Edwards, K.,d®og T. (eds.) Proceed-
ings of the SIGCHI Conference on Human Factors in Computing SySem$563-1572.
ACM, New York (2010)

Boren, T., Ramey, J.: Thinking aloud: Reconciling theory aadtjgze. IEEE Transactions
on Professional Communicatiet8(3), 261-278 (2000)

Hertzum, M., Hansen, K. D., Andersen, H. H.: Scrutinising usability evaluatbes think-
ing aloud affect behaviour and mental workload?. Behaviour &mdgion Technology
28(2), 165-181 (2009)

Good, N. S., Krekelberg, A.: Usability and privacy: a study ofd€aR2P file-sharing. In:
Cockton, G., Korhonen, P. (eds.) Proceedings of the SIGCHI canfems Human Factors
in Computing System®p. 137-144. ACM, New York (2003)

Bruun, A., Stage, J.: An Empirical Study of the Effects of THigi@ek-Aloud Protocols on
Identification of Usability Problems. In: Abascal, J., Barbosa, Sefé&, Gross, T., Pal-
anque, P., Winckler, M. (eds.) Human-Computer Interaction - INTERACT.20MGS vol.
9297, pp. 159-176. Springer International Publishing, New York (2015)

Sadeh, N., Hong, J., Cranor, L., Fette, I. Kelley, P., PrabdkeRao, J.: Understanding
and capturing people’s privacy policies in a mobile social networking application. Pers.
Ubiquit. Computl13, 401-412 (2009)

Whitten, A., Tygar, J. D.: Why Johnny Can't Encrypt: A Usabilitylaation of PGP 5.0.
In: Treese, W. (ed.) Proceedings of tHeLBSENIX Security Symposium, pp.169-184. Use-
nix, Washington, (1999)



