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# Product Rules and Distributive Laws 

Joost Winter ${ }^{1 *}$<br>University of Warsaw, Faculty of Mathematics, Informatics, and Mechanics<br>jwinter@mimuw.edu.pl


#### Abstract

We give a categorical perspective on various product rules, including Brzozowski's product rule $\left((s t)_{a}=s_{a} t+o(s) t_{a}\right)$ and the familiar rule of calculus $\left((s t)_{a}=s_{a} t+s t_{a}\right)$. It is already known that these product rules can be represented using distributive laws, e.g. via a suitable quotient of a GSOS law. In this paper, we cast these product rules into a general setting where we have two monads $S$ and $T$, a (possibly copointed) behavioural functor $F$, a distributive law of $T$ over $S$, a distributive law of $S$ over $F$, and a suitably defined distributive law $T F \Rightarrow F S T$. We introduce a coherence axiom giving a sufficient and necessary condition for such triples of distributive laws to yield a new distributive law of the composite monad $S T$ over $F$, allowing us to determinize $F S T$-coalgebras into lifted $F$ coalgebras via a two step process whenever this axiom holds.


## 1 Introduction

In [Brz64], Brzozowski introduced a calculus of derivatives for regular expressions, including amongst other rules the product rule

$$
(x y)_{a}=x_{a} y+o(x) y_{a}
$$

which can be contrasted with the familiar (Leibniz) product rule from calculus (here rephrased with a somewhat uncommon nomenclature, to highlight the correspondences and differences with Brzozowski's rule)

$$
(x y)_{a}=x_{a} y+x y_{a}
$$

In the work of Rutten, starting with [Rut98], a picture started to emerge in which Brzozowski's calculus of derivatives was absorbed into the framework of universal coalgebra. Notably, in [Rut03] and [Rut05] both product rules were considered as behavioural differential equations, or coinductive definitions, possessing unique solutions, and defining respectively the convolution product ( Br zozowski's rule) and the shuffle product (Leibniz' rule) on the final coalgebra.

In the work of Bonsangue and Rutten together with the present author, starting with [WBR11], a coalgebraic presentation of the context-free languages

[^0]was given, in which Brzozowski's derivative rules (excluding the star rule) again play a crucial role. This work was based on a concretely presented extension of $2 \times \mathcal{P}_{\omega}\left(-^{*}\right)^{A}$-coalgebras into $2 \times-{ }^{A}$-coalgebras, as in the following diagram:


In [BHKR13], it was shown that the above diagram could be understood in terms of a distributive law of the monad $\mathcal{P}_{\omega}\left(-^{*}\right)$ over the cofree copointed functor on $2 \times-^{A}$, that is, over $\left(-\times\left(2 \times-^{A}\right), \pi_{1}\right)$ by means of a suitable quotient of distributive laws. This firmly established the connection between the work of [WBR11] and the general categorical framework of bialgebras and distributive laws, considered in e.g. [LPW00], [Bar04], [Jac06a], [Jac06b], [Kli11], and [JSS12], as well as to the (closely related) generalized powerset construction presented in [SBBR10] and [SBBR13].

Moreover, in [BRW12], the approach was generalized from formal languages to formal power series, thus giving a coalgebraic characterization of the constructively algebraic power series.

In [Win14], the author's PhD thesis, this extension was broken up into a two step process, as in the diagram,

and it was noted that the first extension corresponded directly to the product rule (combined with the unit rule), whereas the second extension was simply an instance of ordinary determinization, applied to a coalgebra which is by itself infinite. This two-step process again easily generalizes from the setting of languages to the setting of noncommuting power series over commutative semirings; however, no general categorical presentation of this two-step process was given in the thesis.

The main aim of this paper is to give such a categorical presentation of this two-step process. This involves a setting including both distributive laws between monads $\lambda^{0}: T S \Rightarrow S T$, distributive laws of a monad over a functor (or copointed functor) $\lambda^{2}: S F \Rightarrow F S$, as well as a, suitably defined, distributive law of type $\lambda^{1}: T F \Rightarrow F S T$ (this definition will be given in Section 3).

In Section 4, we will present our main result, which states that the three laws as suggested above can be combined to form a new distributive law $\hat{\lambda}$ of the composite monad $S T$ over $F$, if and only if a certain coherence axiom involving the three laws is satisfied. This construction works regardless whether $F$ is an ordinary or copointed functor. The proof that satisfaction of the coherence axiom
implies the multiplicative law of the distributive law of the composite monad $S T$ over $F$ was automatically derived using a Prolog program written for this purpose.

We then show that both the Brzozowski and Leibniz product rules, as well as the (simpler) pointwise rule defining the Hadamard product, can be cast into this setting, and that the coherence axiom is satisfied in these cases, and additionally present a counterexample where the coherence axiom is not satisfied. We conclude with a presentation of an extension of the generalized powerset construction to incorporate these two-step extensions.

Related work. All of the aforementioned references can be regarded as related work. In particular, [Che07] gives a similar coherence condition, for the existence of composite distributive laws in the context of distributive laws between monads. The relationships between [Che07] and the present paper involve some subtleties, and in Section 6, we will present a more detailed investigation of the relationship.

Additionally, [MMS13] and [Sch14] also give a compositional approach to distributive laws, however, in a setting different from our approach, not including the combination of distributive laws between monads and distributive laws of monads over functors into new distributive laws. In [Jac06b], a coinductive presentation of the shuffle product using a two-step process is also given, however, the coinductive definition of the multiplication there is not given using a distributive law.

Acknowledgements. For various discussions, comments, and criticism (hopefully in all cases taken as constructively as possible), I would like to thank Henning Basold, Marcello Bonsangue, Helle Hvid Hansen, Bart Jacobs, Bartek Klin, Jurriaan Rot, Jan Rutten, and Alexandra Silva, as well as to Charles Paperman for suggesting automation of the proofs (which in the end was carried out for only a part of just one of the propositions). Additionally I would like to thank the anonymous referees (as well as the anonymous refees of the earlier, rejected, submission) for a large amount of corrections and constructive comments.

## 2 Preliminaries

### 2.1 General preliminaries

We assume familiar the basic notions of category theory (functors, natural transformations, monads, (Eilenberg-Moore) algebras), of (commutative) monoids and semirings, and of coalgebras for a functor. These can be found in e.g. [Awo10] or [Mac71] for general categorical notions, and in [Rut00] for the basics of coalgebra.

An important endofunctor we will use is the functor $K \times-{ }^{A}$ on Set, representing automata with output in $K$ over the input alphabet $A$, often called Moore automata but in this paper simply K-automata. The transition of coalgebras for this functor is represented as a pair $(o, \delta)$, called an output-derivative pair, with $\delta(x)(a)$ denoted by $x_{a}$. A final coalgebra for this functor exists, and
can be given by $(K\langle\langle A\rangle\rangle, O, \Delta)$, where $K\langle\langle A\rangle\rangle$ is the function space $A^{*} \rightarrow K$, $O(\sigma)=\sigma(1)$ and $\sigma_{a}(w)=\sigma(a w)$ for all $\sigma \in K\left\langle\langle A\rangle, a \in A\right.$, and $w \in A^{*}$. Here, and elsewhere in this paper, 1 denotes the empty word.

A copointed endofunctor is a pair $(F, \epsilon)$, where $F$ is a $\mathbf{C}$-endofunctor, and $\epsilon$ is a natural transformation $\epsilon: F \Rightarrow 1_{\mathbf{C}}$. A coalgebra for a copointed endofunctor $(F, \epsilon)$ consists of a coalgebra $(X, \delta)$ for the endofunctor $F$, satisfying the condition that $\epsilon_{X} \circ \delta=1_{X}$.

Of special interest to us are cofree copointed endofunctors, which can be constructed in any category that has binary products. Given an ordinary endofunctor $F$, the cofree copointed endofunctor on $F$ is the pair ( $\left.\operatorname{Id} \times F, \pi_{1}\right)$. For any functor $F$ such that a cofree copointed endofunctor on $F$ exists, there is an isomorphism between coalgebras for the ordinary endofunctor $F$, and coalgebras for the copointed endofunctor $\left(\operatorname{Id} \times F, \pi_{1}\right)$.

Given a monad $T$ (we will frequently refer to a monad simply using the name of its functorial part) and an endofunctor $F$, a $(T, F)$-bialgebra is a triple $(X, \alpha, \delta)$ such that $(X, \alpha)$ is an algebra for the monad $T$ and $(X, \delta)$ is a $F$ coalgebra. If $F$ is a copointed functor (here again, we often refer to the copointed functor simply using the name of the functor), we additionally require the coalgebraic part of a $(T, F)$-bialgebra to be a coalgebra for the copointed functor. (We will turn to $\lambda$-bialgebras involving a distributive law soon!)

Given a commutative semiring $K$ (in this paper, we will essentially only be concerned with commutative semirings), a $K$-semimodule ( $M, 0,+, \times$ ) consists of a commutative monoid $(M, 0,+)$ and an operation $\times: K \times M \rightarrow M$ (called scalar product) such that, for all $k, l \in k$ and $m, n \in M$ :

$$
\left.\begin{array}{rlrl}
k \times(m+n) & =(k \times m)+(k \times n) & 1_{K} \times m & =m \\
(k+l) \times m & =(k \times m)+(l \times m) & 0_{K} \times m & =0 \\
(k l) \times m & =k \times(l \times m) & & k \times 0
\end{array}\right)=0
$$

For any commutative semiring $K^{1}$, the $K$-semimodules are exactly the algebras for the monad $\left(\operatorname{Lin}_{K}(-), \eta, \mu\right)$, where $\operatorname{Lin}_{K}(X)$ is the set of finitely supported functions on $X$, and, given a function $f: X \rightarrow Y$,

$$
\operatorname{Lin}_{K}(f)=y \mapsto \sum_{x \in f^{-1}(y)} f(x)
$$

The multiplication of the monad, for any $X$ and any $f \in \operatorname{Lin}_{K}\left(\operatorname{Lin}_{K}(X)\right)$, can be given by

$$
\mu_{X}(f)=x \mapsto \sum_{g \in \operatorname{supp}(f)} f(g) \cdot g(x)
$$

and the unit of the monad, for any $x \in X$, by:

$$
\eta_{X}(x)=y \mapsto \text { if } x=y \text { then } 1 \text { else } 0
$$

[^1]Given some $\sigma \in \operatorname{Lin}_{K}(X)$ and some $x \in X$, we furthermore write $[\sigma \Downarrow x]$ for the application of $\sigma$ at $x$.

Given a commutative semiring $K$, a $K$-algebra ${ }^{2}$ (see e.g. [Eil76]) is a tuple $(X, 0,1,+, \cdot, \times)$ such that $(X, 0,1,+, \cdot)$ is a semiring, $(X, 0,+, \times)$ is a $K$-semimodule, such that for all $k \in K$ and $x \in X$ :

$$
(k \times 1) \cdot x=k \times x=x \cdot(k \times 1)
$$

An equivalent, and as it turns out for us more convenient, characterization is the following: a $K$-algebra is a tuple $(X, 0,1,+, \cdot, \times)$ such that $(X, 1, \cdot)$ is a monoid, $(X, 0,+, \times)$ is a $K$-semimodule, furthermore satisfying the following axioms:

$$
\begin{aligned}
& x \cdot(y+z)=x \cdot y+x \cdot z \\
& (x+y) \cdot z=x \cdot z+y \cdot z \\
& (k \times 1) \cdot x=k \times x=x \cdot(k \times 1)
\end{aligned}
$$

(Note that the pair of semiring axioms $0 \cdot x=0=x \cdot 0$ can be derived from the pair of axioms on the third line.)

For some semirings $K$, the categories of $K$-semimodules and $K$-algebras correspond to familiar categories. We summarize some of these in the following table:

| $K$ | $K$-semimodules | $K$-algebras |
| :--- | :---: | :---: |
| $\mathbb{B}$ | join-semilattices | idempotent semirings |
| $\mathbb{N}$ commutative monoids | semirings |  |
| $\mathbb{Z}$ | abelian groups | rings |

Moreover, it is easily verified that the $\operatorname{monad} \operatorname{Lin}_{\mathbb{B}}(-)$ is naturally isomorphic to the finite powerset monad $\mathcal{P}_{\omega}$.

### 2.2 Distributive laws between monads

We now summarize the definitions and some important facts about distributive laws between monads, which can be found in e.g. [Bec69] and [BW85].

Given monads $\left(S, \mu^{S}, \eta^{S}\right)$ and $\left(T, \mu^{T}, \eta^{T}\right)$, a distributive law of the monad $T$ over the monad $S$ is a natural transformation $\lambda: T S \Rightarrow S T$ such that the four diagrams of natural transformations



[^2]
commute.
In the presence of a distributive law of a monad $T$ over another monad $S$, we obtain, amongst other things, the following:

1. A monad structure on the composite functor $S T$, given by:

$$
\eta^{S T}=\eta^{S} T \circ \eta^{T} \quad \text { and } \quad \mu^{S T}=S \mu^{T} \circ \mu^{S} T T \circ S \lambda T
$$

2. A lifting of the monad $S$ to a monad $\hat{S}$ in the category $\mathbf{C}^{T}$ of $T$-algebras, with the functorial part of $\hat{S}$ given by:

$$
\hat{S}(X, \alpha)=\left(S X, S \alpha \circ \lambda_{X}\right)
$$

3. An isomorphism of categories between the categories of algebras for the monad $S T$ and algebras for the monad $\hat{S}$. Given an $\hat{S}$-algebra $\left(X, \alpha^{T}, \alpha^{S}\right)$, the corresponding $S T$-algebra can be given by ( $X, \alpha^{S} \circ S \alpha^{T}$ ), and given a $S T$-algebra $(X, \alpha)$, the corresponding $\hat{S}$-algebra can be given by ( $X, \alpha \circ$ $\eta_{T X}^{S}, \alpha \circ S \eta_{X}^{T}$ ). These constructions are mutually inverse, as shown in [Bec69, Section 2].

In the case where $T=-^{*}$ and $S=\operatorname{Lin}_{K}(-)$ (where $K$ is a commutative semiring), there is a distributive law $\lambda:\left(\operatorname{Lin}_{K}(-)\right)^{*} \Rightarrow \operatorname{Lin}_{K}\left(-{ }^{*}\right)$ of $T$ over $S$, given by:

$$
\lambda_{X}\left(\prod_{i=1}^{n} \sum_{j=1}^{m_{i}} k_{i j} \times x_{i j}\right)=\sum_{j_{1}=1}^{m_{1}} \cdots \sum_{j_{n}=1}^{m_{n}}\left(\prod_{i=1}^{n} k_{i j_{i}} \times \prod_{i=1}^{n} x_{i j_{i}}\right)
$$

(recall that $\times$ is the scalar product, and thus, the $k_{i j}$ here are scalars of $K!$ ) Here the product symbol $\Pi$ denotes the operation on the monoid structure, and the summation symbol $\sum$ and times $\times$ denote the (sum and scalar product) on the semimodule structure, respectively.

It is well-known, at least ${ }^{3}$ in the cases of the semirings $\mathbb{B}, \mathbb{N}$, and $\mathbb{Z}$ (and probably in the remaining cases as well-nevertheless we give a full proof in the appendix), that this is a distributive law of $-{ }^{*}$ over $\operatorname{Lin}_{K}(-)$ :

Proposition 1. The natural transformation $\lambda$ as given above is a distributive law of the monad $\operatorname{Lin}_{K}(-)$ over the monad -*.

We let $K\langle-\rangle=\operatorname{Lin}_{K}\left(-^{*}\right)$ denote the resulting composite monad. Elements of $K\langle X\rangle$ can be identified with noncommuting polynomials in variables from $X$.

[^3]Moreover, the algebras for this monad are precisely the $K$-algebras: by definition, a $K$-algebra is both a monoid and a semimodule additionally satisfying

$$
\begin{aligned}
& x \cdot(y+z)=x \cdot y+x \cdot z \\
& (x+y) \cdot z=x \cdot z+y \cdot z \\
& (k \times 1) \cdot x=k \times x=x \cdot(k \times 1)
\end{aligned}
$$

for elements $x, y, z$ and scalars $k$ and an algebra for the monad $K\langle-\rangle$ is both a monoid and a semimodule additionally satisfying

$$
\prod_{i=1}^{n} \sum_{j=1}^{m_{i}} k_{i j} \times x_{i j}=\sum_{j_{1}=1}^{m_{1}} \cdots \sum_{j_{n}=1}^{m_{n}}\left(\prod_{i=1}^{n} k_{i j_{i}} \times \prod_{i=1}^{n} x_{i j_{i}}\right)
$$

It is easily verified that these two conditions are equivalent.

### 2.3 Distributive laws of a monad over a (copointed) endofunctor

We now turn to a brief summary of distributive laws of monads over endofunctors and copointed endofunctors. The material which now follows can all be found in either [Bar04] or [JSS12]; supplementary presentations can be found in e.g. [Jac06a], [Jac06b], [Kli11], and [LPW00] (in which the notions of distributive laws of monads over endofunctors and copointed endofunctors were first considered).

Given a monad $(T, \mu, \eta)$ and an endofunctor $F$ on any category $\mathbf{C}$, a distributive law of the monad $T$ over $F$ is a natural transformation $\lambda: T F \Rightarrow F T$ such that the two diagrams of natural transformations

and

commute.
Given a distributive law $\lambda$ of $T$ over $F$, a $\lambda$-bialgebra is a $(T, F)$-bialgebra for which the following diagram commutes:


A distributive law of a monad $(T, \eta, \mu)$ over a copointed endofunctor $(F, \epsilon)$ is a distributive law of the monad over the (ordinary) endofunctor $F$, such that additionally the diagram

commutes.
For distributive laws of a monad over a copointed endofunctor, bialgebras can again be defined: the only modification needed here is that we additionally require $(X, \delta)$ to be a coalgebra for the copointed endofunctor $F$. Note that any distributive law $\lambda$ of a monad $T$ over an ordinary functor $F$ extends to a distributive law $\lambda^{\prime}$ of $T$ over the cofree copointed functor $(\operatorname{Id} \times F)$, such that the $\lambda$-bialgebras and $\lambda^{\prime}$-bialgebras are isomorphic as categories.

In the presence of a distributive law $\lambda$ of $T$ over $F$, we obtain, amongst other things, the following (both for ordinary and copointed endofunctors, see e.g. [Bar04] for proofs):

1. A lifting of $F$ to a functor $\hat{F}$ in the category of algebras for the monad $T$, and of $T$ to a functor $\hat{T}$ the category of $F$-coalgebras, together with an isomorphic correspondence between the categories of $\lambda$-bialgebras, $\hat{F}$-coalgebras, and algebras for the monad $\hat{T}$.
2. If $F$ has a final coalgebra $(\Omega, \omega)$, there is a unique algebra $\xi$ for the monad $T$ on $\Omega$ such that $(\Omega, \xi, \omega)$ is a $\lambda$-bialgebra, which moreover is a final $\lambda$ bialgebra.

An important instance of a distributive law, considered in e.g. [JSS12], is the law of the functor $K \times-{ }^{A}$ over the monad $\operatorname{Lin}_{K}(-)$ where $K$ is any semiring ${ }^{4}$, given by:

$$
\lambda_{X}\left(\sum_{i=1}^{n} k_{i} \times\left(o_{i}, a \mapsto d_{i a}\right)\right)=\left(\sum_{i=1}^{n} k_{i} o_{i}, a \mapsto \sum_{i=1}^{n} k_{i} \times d_{i a}\right)
$$

This distributive law can be obtained canonically by means of the strength operation (see e.g. [JSS12]), using the obvious $K$-semimodule structure on $K$ itself. The bialgebras for this distributive law are precisely the structures that are both $K$-automata and $K$-semimodules, such that the output and derivative (with respect to an arbitrary alphabet symbol) are both linear mappings. A concrete formulation is the following: a $K$-linear automaton ${ }^{5}$ is a tuple $(X, 0,+, \times, o, \delta)$ such that $(X, 0,+, \times)$ is a $K$-semimodule, $(X, o, \delta)$ is a $K$-automaton, and $o$ and $\delta(-)(a)$ (for each $a \in A$ ) are linear mappings.

### 2.4 The generalized powerset construction

We now turn to a summary of some of the main observations from [SBBR10] and [SBBR13] pertaining to the generalized powerset construction (many instances of which can be found in these two papers as examples). Beyond that, we also sketch how the 'generalized powerset construction' framework can be extended to distributive laws over (cofree) copointed functors, and highlight some of the (additional) subtleties that arise in this case.

[^4]Given a (possibly copointed) endofunctor $F$ such that a final $F$-coalgebra exists, a monad $T$ (on the same category), and a distributive law of $T$ over $F$, any $F T$-coalgebra $(X, \delta)$ (if $F$ is copointed, we additionally require that $\left.\epsilon_{T X} \circ \delta=\eta_{X}\right)$ can be extended canonically to an $F$-coalgebra $(T X, \hat{\delta})$, where $\hat{\delta}$ can be specified as:

$$
\hat{\delta}=F \mu_{X} \circ \lambda_{T X} \circ T \delta
$$

In fact, it follows that $\left(T X, \mu_{X}, \hat{\delta}\right)$ is a $\lambda$-bialgebra (and, hence, that $F T X$ has the structure of an algebra for the monad $T$ ). If $F$ has a final coalgebra ( $\Omega, \omega$ ), we thus obtain

where $\llbracket-\rrbracket$ is a morphism of $\lambda$-bialgebras to the unique $\lambda$-bialgebra on the final $F$-coalgebra. If $F$ is copointed, note that

$$
\begin{aligned}
\epsilon_{T X} \circ \hat{\delta} & =\epsilon_{T X} \circ F \mu_{X} \circ \lambda_{T X} \circ T \delta=\mu_{X} \circ \epsilon_{T T X} \circ \lambda_{T X} \circ T \delta \\
& =\mu_{X} \circ T \epsilon_{X} \circ T \delta=\mu_{X} \circ T \eta_{X}=1_{T X}
\end{aligned}
$$

so that $\hat{\delta}$ is indeed a coalgebra for the copointed functor.
When the functor $F$ is a cofree copointed functor of the form $\left(\operatorname{Id} \times G, \pi_{1}\right)$, note that $\delta$ has to be of the form $\left(\eta_{X}, \zeta\right)$, where $\zeta$ is an (ordinary) $G T$-coalgebra, and because $\hat{\delta}$ is a coalgebra for the cofree copointed functor, it has to be of the form $\left(1_{T X}, \zeta^{b}\right)$ for some $\zeta^{b}$. Similarly, $\omega$ has to be of the form $\left(1_{\Omega}, \psi\right)$, where $(\Omega, \psi)$ is the final $G$-coalgebra. Now note that there is a correspondence of commuting diagrams of the form

and:


However, in general we are not guaranteed that the second diagram occurs as the result of an ordinary distributive law of $T$ over $G$. Hence, in general, although we are guaranteed that $T X \times G T X$ has the structure of an algebra for the monad $T$, we do not have this guarantee of $G T X$ itself (this may in fact fail, e.g. for GSOS rules that cannot be presented using the simple SOS format). On the other hand, we are still guaranteed that $\llbracket-\rrbracket$ is a $T$-algebra morphism, because this follows from the upper diagram.

## 3 Distributive laws of a monad over a (copointed) endofunctor into a composite monad

In this section, we present a definition of a new (as far as the author is aware) type of distributive law, which allows us to formulate the 'two-step' generalized powerset construction. We start by giving the general formulation, before turning to the main examples.

Given two monads $\left(S, \mu^{S}, \eta^{S}\right),\left(T, \mu^{T}, \eta^{T}\right)$ such that a distributive law $\lambda^{0}$ : $T S \Rightarrow S T$ exists, and an endofunctor $F$, on any category $\mathbf{C}$, a distributive law of the monad $T$ over $F$ into the composite monad $S T$ is a natural transformation $\lambda: T F \Rightarrow F S T$ such that the two diagrams of natural transformations

commute.
We can again define a suitable notion of a $\lambda$-bialgebra for a distributive law of $T$ over $F$ into the composite monad $S T$. For such a $\lambda$, a $\lambda$-bialgebra ( $X, \alpha, \delta$ ) is a $(S T, F)$-bialgebra such that the diagram

commutes (note that we can here replace $\alpha \circ \eta_{T X}^{S}$ with $\alpha^{T}$ ).
A distributive law $\lambda$ of a monad $(T, \eta, \mu)$ over a copointed endofunctor $(F, \epsilon)$ into a composite monad is a distributive law of the monad over the (ordinary) endofunctor $F$ into the same composite monad, such that additionally the diagram

commutes. Again, the corresponding notion of a $\lambda$-bialgebra is obtained by adding the additional requirement that $(X, \delta)$ is a coalgebra for the copointed functor $F$.

The following result is unspectacular, but will be useful for us later on:
Lemma 2. Given monads $\left(S, \eta^{S}, \mu^{S}\right)$ and $\left(T, \eta^{T}, \mu^{T}\right)$, and a (possibly copointed) endofunctor $F$, and a distributive law $\lambda^{0}: T S \Rightarrow S T$, if a natural transformation $\lambda: T F \Rightarrow F T$ is a distributive law of $T$ over $F$, then $\hat{\lambda}=F \eta^{S} T \circ \lambda$ is a distributive law of $T$ over $F$ into the composite monad $S T$. If $\eta$ is pointwise monic and $F$ preserves monos, the converse also holds.

### 3.1 Product rules as distributive laws

Instantiating $S=\operatorname{Lin}_{K}(-), T=-^{*}$, and $F=K \times-^{A}$, we can model each of the three product rules as distributive laws of the monad $\left(T, \eta^{T}, \mu^{T}\right)$ over the copointed functor $\left(\operatorname{Id} \times F, \pi_{1}\right)$ into the composite $\operatorname{monad}\left(S T, \eta^{S T}, \mu^{S T}\right)$ as follows:

1. The Brzozowski product rule can be specified as

$$
\begin{aligned}
& \lambda_{X}\left(\prod_{i=1}^{n}\left(x_{i}, o_{i}, a \mapsto d_{i a}\right)\right) \\
& \quad=\left(\prod_{i=1}^{n} x_{i}, \prod_{i=1}^{n} o_{i}, a \mapsto \sum_{i=1}^{n}\left(\prod_{k=1}^{i-1} o_{i}\right) \times\left(d_{i a} \cdot \prod_{k=i+1}^{n} x_{i}\right)\right)
\end{aligned}
$$

or equivalently inductively as:

$$
\begin{aligned}
& \lambda_{X}(1)=(1,1, a \mapsto 0) \\
& \lambda_{X}\left(x, o, a \mapsto d_{a}\right) w=\left(x \pi_{0}\left(\lambda_{X}(w)\right)\right. \\
&\left.\quad o \pi_{1}\left(\lambda_{X}(w)\right), a \mapsto d_{a} \pi_{0}\left(\lambda_{X}(w)\right)+o \pi_{2}\left(\lambda_{X}(w)\right)(a)\right)
\end{aligned}
$$

The latter pair of equations can be more conveniently represented using the output-derivative notation as:

$$
\begin{aligned}
o(1) & =1 & 1_{a} & =0 \\
o(x w) & =o(x) o(w) & (x w)_{a} & =x_{a} w+o(x) w_{a}
\end{aligned}
$$

2. The Leibniz product rule can be given as

$$
\begin{aligned}
& \lambda_{X}\left(\prod_{i=1}^{n}\left(x_{i}, o_{i}, a \mapsto d_{i a}\right)\right) \\
& \quad=\left(\prod_{i=1}^{n} x_{i}, \prod_{i=1}^{n} o_{i}, a \mapsto \sum_{i=1}^{n}\left(\left(\prod_{k=1}^{i-1} x_{i}\right) \cdot d_{i a} \cdot \prod_{k=i+1}^{n} x_{i}\right)\right)
\end{aligned}
$$

or inductively and using the output-derivative notation as:

$$
\begin{aligned}
o(1) & =1 & 1_{a} & =0 \\
o(x w) & =o(x) o(w) & (x w)_{a} & =x_{a} w+x w_{a}
\end{aligned}
$$

3. Finally, the pointwise (Hadamard) product rule is given as

$$
\lambda_{X}\left(\prod_{i=1}^{n}\left(o_{i}, a \mapsto d_{i a}\right)\right)=\left(\prod_{i=1}^{n} o_{i}, a \mapsto \prod_{k=1}^{n} d_{i a}\right)
$$

or inductively and using the output-derivative notation as:

$$
\begin{aligned}
o(1) & =1 & 1_{a} & =1 \\
o(x w) & =o(x) o(w) & (x w)_{a} & =x_{a} w_{a}
\end{aligned}
$$

In the case of the Brzozowski and Leibniz product rules, it can be verified that they yield distributive laws using a lengthy verification.

Proposition 3. The Brzozowski and Leibniz product rule both are distributive laws of $-^{*}$ over the copointed endofunctor $\left(\operatorname{Id} \times F, \pi_{1}\right)$ into the composite monad $K\langle-\rangle$.

In the case of the Hadamard product, everything is a bit easier.
Proposition 4. The pointwise product rule is a distributive law of $-{ }^{*}$ over the endofunctor $F$ into the composite monad $K\langle-\rangle$.

Proof. This follows from the fact that the Hadamard product can be given as a pointwise distributive law of $-{ }^{*}$ over $K \times-{ }^{A}$ obtained using the strength operation and multiplication over $K$ giving its monoid structure (see e.g. [Jac06b] for a detailed discussion of distributive laws obtained using strength). By Lemma 2 , this distributive law yields another distributive law into the composite monad.

We will henceforth refer to the three above distributive laws as $\lambda^{\text {brz }}, \lambda^{\text {lei }}$, and $\lambda^{\text {had }}$, respectively.

From the above propositions and the definition of $\lambda$-bialgebras for distributive laws of a monad over a functor into another monad, it follows directly that any $\lambda$-bialgebra for any of the above distributive laws satisfies the corresponding product rule for arbitrary elements. For example, it is easy to see from the definitions that the $\lambda$-bialgebras for the Brzozowski product rule are precisely the $(T, F)$-bialgebras that satisfy the unit and product rule

$$
\begin{aligned}
& o(1)=1 \\
& 1_{a}=0 \\
& \hline(x y)_{a}=x_{a} y+o(x) o(y) \\
&
\end{aligned}
$$

for arbitrary elements $x$ and $y$ of the bialgebra and alphabet symbols $a$. Mutatis mutandis, the same holds for the two other product rules.

## 4 Composite distributive laws

In this section we will introduce a coherence axiom, comparable to but different from the Yang-Baxter condition presented in [Che07]. The relation with the work in [Che07] will be discussed in Section 6. We consider a setting, where we are given monads $S$ and $T$, a (possibly copointed) endofunctor $F$, on an arbitrary category $\mathbf{C}$, together with three distributive laws, as follows:

- $\lambda^{0}: T S \Rightarrow S T$, a distributive law of $T$ over $S$.
$-\lambda^{1}: T F \Rightarrow F S T$, a distributive law of $T$ over $F$ into the composite monad ST.
- $\lambda^{2}: S F \Rightarrow F S$, a distributive law of $S$ over $F$.

For such triples ${ }^{6}$, we can compose the distributive laws as follows, yielding a new natural transformation $\hat{\lambda}:(S T) F \Rightarrow F(S T)$ given by:

$$
S T F \stackrel{S \lambda^{1}}{\Rightarrow} S F S T \stackrel{\lambda^{2} S T}{\Longrightarrow} F S S T \stackrel{F \mu^{S} T}{\Longrightarrow} F S T
$$

A triple of distributive laws $\left(\lambda^{0}, \lambda^{1}, \lambda^{2}\right)$ as above is said to satisfy the coherence axiom whenever the following diagram commutes:

$$
\begin{gather*}
T S F \stackrel{T \lambda^{2}}{\Longrightarrow} T F S \stackrel{\lambda^{1} S}{\Longrightarrow} F S T S \stackrel{F S \lambda^{0}}{\Longrightarrow} F S S T \\
\lambda^{0} F \|  \tag{2}\\
\quad \| \\
S T F \stackrel{S \lambda^{1}}{\Longrightarrow} S F S T \stackrel{\lambda^{2} S T}{\Longrightarrow} F S S T \stackrel{F \mu^{S} T}{\Longrightarrow} F S T
\end{gather*}
$$

As it turns out, the coherence axiom is a sufficient and necessary condition for $\hat{\lambda}$ to be a distributive law:

Theorem 5. Given three distributive laws as above for monads $S$ and $T$ and $a$ functor (or copointed functor) $F$, the natural transformation $\hat{\lambda}$ is a distributive law of the composite monad ST over the functor (or copointed functor) $F$ if and only if the coherence axiom is satisfied.

Perhaps interesting to note, after initially finding myself unable to prove one of the directions of the above theorem by hand (the initial aim was to prove that a triple of distributive laws always yields a composite distributive law), I wrote a Prolog program generating all the possible ways to go from $S T S T F$ to $S T F$, together with equivalences determined by naturality squares, the multiplicative laws for the monad, and the various distributive laws (however excluding the unit laws), as well as all of these equivalences with any functor applied to it. Using this program, the source of which can be found at
http://www.mimuw.edu.pl/~jwinter/distlaws.prolog
the following facts were found:

1. There are 784 different ways of going from STSTF to $F S T$, using compositions of arbitrary natural transformations satisfying the regular expression:

$$
(S|T| F)^{*}\left(\mu^{S}\left|\mu^{T}\right| \lambda^{0}\left|\lambda^{1}\right| \lambda^{2}\right)(S|T| F)^{*}
$$

2. Without the coherence axiom, and using the equivalence relation named above, these divide up into two different equivalence classes (of sizes 218 and 566 , respectively).
3. With the coherence axiom added, the two equivalence classes collapse into one.
[^5]After the proof was found automatically, it was, however, easily verified by hand, and transformed into a (rather large) commuting diagram.

Later, it was found (by hand) that the coherence axiom can also be derived from the existence of a composite distributive law, turning the theorem into one giving a sufficient and necessary condition, and indeed a counterexample (soon to be presented) to the coherence axiom was found. (Note that neither the theorem, nor the falling apart of the paths into two equivalence classes is by itself a proof that there are counterexamples to the coherence axiom, but only a proof that the coherence axiom cannot be derived using one particular method.)

Furthermore, it turns out that each of the distributive laws from Section 3.1 satisfies the coherence axiom, when combined with the distributive laws presented in Sections 2.2 and 2.3:

Proposition 6. The three distributive laws for the Brzozowski, Leibniz, and Hadamard product rules satisfy the coherence axiom, when instantiating $\lambda^{0}$ with the distributive law between monads presented in Section 2.2, and instantiating $\lambda^{2}$ with the distributive law of $S$ over $F$ from Section 2.3.

We will henceforth refer to the extensions of the three distributive laws earlier named as $\hat{\lambda}^{\text {brz }}, \hat{\lambda}^{\text {lei }}$, and $\hat{\lambda}^{\text {had }}$, respectively.

We now turn to the counterexample, consisting of a distributive law of $T$ over $F$ into the composite monad $S T$, which, together with the same $\lambda^{2}$ and $\lambda^{0}$ as before, does not satisfy the coherence axiom.

Counterexample 1. Consider the natural transformation given by $\lambda^{1}:(\mathbb{N} \times$ $\left.-{ }^{A}\right)^{*} \Rightarrow \mathbb{N} \times \mathbb{N}\langle-\rangle^{A}$ given by

$$
\lambda_{X}^{1}\left(\prod_{i=1}^{n}\left(x_{i}, o_{i}, a \mapsto d_{i a}\right)\right)=\left(\prod_{i=1}^{n} x_{i}, \sum_{i=1}^{n} o_{i}, a \mapsto \prod_{i=1}^{n} d_{i a}\right)
$$

This distributive law can again be given by means of a (pointwise) distributive law from $-{ }^{*}$ over $\mathbb{N} \times-{ }^{A}$ using the strength operator, this time by considering the additive monoid structure on $\mathbb{N}$ (as opposed to the multiplicative monoid structure, which yields the Hadamard product).

Now consider

$$
((x, 1, a \mapsto x)+(x, 1, a \mapsto x)) \cdot(x, 1, a \mapsto x)
$$

which is an element of $\operatorname{TSF}\{x\}$. It now follows that by applying

$$
F \mu^{S} T \circ F S \lambda^{0} \circ \lambda^{1} S \circ T \lambda^{2}
$$

we obtain an element $(y, o, d) \in F S T\{x\}$ such that $o=3$, whereas by applying

$$
F \mu^{S} T \circ \lambda^{2} S T \circ S \lambda^{1} \circ \lambda^{0} F
$$

we obtain an element $\left(y^{\prime}, o^{\prime}, d^{\prime}\right) \in F S T\{x\}$ such that $o^{\prime}=4$. This proves that the coherence axiom is not satisfied, and hence, by Theorem 5 , also that $\hat{\lambda}$, although a natural transformation, is not a distributive law of the composite monad $S T$ over $F$.

Proposition 7. Given three distributive laws $\lambda^{0}, \lambda^{1}, \lambda^{2}$ as above, such that $\hat{\lambda}$ is a distributive law over $S T$ over $F, a(S T, F)$-bialgebra $(X, \alpha, \delta)$ is a $\hat{\lambda}$-bialgebra if and only if $\left(X, \alpha^{S}, \delta\right)$ is a $\lambda^{2}$-bialgebra and $\left(X, \alpha^{T}, \delta\right)$ is a $\lambda^{1}$-bialgebra.

Proof. We will establish the result by establishing the following implications (in the diagrams, each of the (internal) faces commutes by either one of the assumed algebras or bialgebras, one of the axioms for monads or distributive laws, a naturality square, or a functor applied to any of these types of diagrams):

- If $(X, \alpha, \delta)$ is a $\hat{\lambda}$-bialgebra, then $\left(X, \alpha^{T}, \delta\right)$ is a $\lambda^{1}$-bialgebra. This is established by the following diagram:

- If $(X, \alpha, \delta)$ is a $\hat{\lambda}$-bialgebra, then $\left(X, \alpha^{S}, \delta\right)$ is a $\lambda^{2}$-bialgebra. This is established by the following diagram:

- If $\left(X, \alpha^{T}, \delta\right)$ is a $\lambda^{1}$-bialgebra and $\left(X, \alpha^{S}, \delta\right)$ is a $\lambda^{2}$-bialgebra, then $(X, \alpha, \delta)$ is a $\hat{\lambda}$-bialgebra. This is established by the following diagram:


From the preceding proposition, we can now directly conclude that, given a commutative semiring $K$, the corresponding $\hat{\lambda}^{\text {brz }}$-bialgebras are precisely the structures $(X, 0,1,+, \cdot, \times, o, \delta)$ such that $(X, 0,1,+, \cdot, \times)$ is a $K$-algebra, that $(X, 0,+, \times, o, \delta)$ is a $K$-linear automaton, and such that additionally the unit and product rule are satisfied for arbitrary elements. Again, mutatis mutandis, the same holds for the Leibniz and pointwise product rules. It may be worthwhile to note that (in the context of a singleton alphabet $A$ and a field as underlying semiring) the bialgebras for $\hat{\lambda}^{\text {lei }}$, are precisely differential algebras (as defined in e.g. [RR08]) together with output functions that are $K$-algebra morphisms.

Another corollary of this proposition is that the final $\hat{\lambda}$-bialgebra has a structure compatible with the final $\lambda^{2}$-bialgebra, because the final $\hat{\lambda}$-bialgebra is a $\lambda^{2}$ bialgebra (by the preceding proposition) compatible with the final $F$-coalgebra (as a consequence of [Bar04, Corollary 3.4.19]), and again by [Bar04, Corollary 3.4.19], there is a unique $\lambda^{2}$-bialgebra compatible with the final $F$-coalgebra. By similar reasoning, the final $\hat{\lambda}$-bialgebra also has a structure with the final $\lambda^{1}$ bialgebra. So, the final $\hat{\lambda}$-bialgebra can now be seen to naturally extend both the final $\lambda^{1}$-bialgebra and the final $\lambda^{2}$-bialgebra, inheriting the coalgebraic structure from the final $F$-coalgebra, and with algebraic structure compatible to that of the final bialgebras for $\lambda^{1}$ and $\lambda^{2}$.

## 5 The generalized powerset construction for composite distributive laws

We can now formulate a two-step version of the generalized powerset construction, in the setting where we are given three distributive laws $\lambda^{0}, \lambda^{1}, \lambda^{2}$ as in the previous section. Here the extensions can be specified as

$$
\delta^{\sharp}=F \mu_{X}^{S T} \circ \lambda_{S T X}^{1} \circ T \delta \quad \text { and } \quad \hat{\delta}=F \mu_{T X}^{S} \circ \lambda_{S T X}^{2} \circ S \delta^{\sharp}
$$

giving the following diagram if a final $F$-coalgebra exists:


We derive the following specification of $\hat{\delta}$ directly in terms of $\delta$ :

$$
\hat{\delta}=F \mu_{T X}^{S} \circ \lambda_{S T X}^{2} \circ S F \mu_{X}^{S T} \circ S \lambda_{S T X}^{1} \circ S T \delta
$$

Proposition 8. The extension $\hat{\delta}$ obtained by the above two step extension coincides with the extension obtained in one step using the distributive law $\hat{\lambda}$ : $(S T) F \Rightarrow F(S T)$. In other words:

$$
F \mu_{T X}^{S} \circ \lambda_{S T X}^{2} \circ S F \mu_{X}^{S T} \circ S \lambda_{S T X}^{1} \circ S T \delta=F \mu_{X}^{S T} \circ \hat{\lambda}_{S T X} \circ S T \delta
$$

Proof. The following commuting diagram

establishes that $F \mu_{T X}^{S} \circ F S \mu_{X}^{S T}=F \mu_{X}^{S T} \circ F \mu_{T S T X}^{S}$.
Next, observe that

$$
\begin{aligned}
& F \mu_{T X}^{S} \circ \lambda_{S T X}^{2} \circ S F \mu_{X}^{S T} \circ S \lambda_{S T X}^{1} \circ S T \delta \\
= & F \mu_{T X}^{S} \circ F S \mu_{X}^{S T} \circ \lambda_{S T S T X}^{2} \circ S \lambda_{S T X}^{1} \circ S T \delta \\
= & F \mu_{X}^{S T} \circ F \mu_{T S T X}^{S} \circ \lambda_{S T S T X}^{2} \circ S \lambda_{S T X}^{1} \circ S T \delta \\
= & F \mu_{X}^{S T} \circ \hat{\lambda}_{S T X} \circ S T \delta
\end{aligned}
$$

completing the proof.
As a result of this proposition, we can directly conclude that, in the two-step diagram above, $F S T X$ can again be assigned the structure of an algebra for the monad $S T$, and the mappings $\hat{\delta}$ and $\llbracket-\rrbracket$ are $S T$-algebra morphisms.

Finally note that, if $F$ is a cofree copointed functor ( $\operatorname{Id} \times G$ ), the same considerations as those surrounding the diagrams in (1) again apply.

Remark 9. Note that, when instantiating the above construction with the laws $\lambda^{0}$ from Section 2.2, $\lambda^{\text {brz }}$, and $\lambda^{2}$ from 2.3, the resulting composite distributive law is a law between the monad $S\langle-\rangle$ and the cofree copointed endofunctor on $K \times-{ }^{A}$. This law differs from (but is closely related to) the laws obtained in [WBR13] and [MPW16], in which a distributive law is defined between a suitably defined monad on $K\langle A+-\rangle$ and the endofunctor $K \times-{ }^{A}$ (without copoint). However, the resulting law $\hat{\lambda}$ still has the property, that a language is contextfree (resp. a power series is constructively algebraic) iff it is the final coalgebra semantics of the determinization of a finite $K \times K\langle-\rangle^{A}$-coalgebra.

## 6 Comparison to the coherence condition from [Che07]

In [Che07], a similar coherence condition to the one from this paper is presented, providing a way of iterating distributive laws between which a coherence condition similar to (but simpler than) the one presented in this paper is used. We will concentrate on the specific case of just three monads with interacting distributive laws, as the more general iterated cases are less directly relevant to the present paper. In this case, the main result from [Che07] instantiates as:

Proposition 10. Given monads $\left(S, \eta^{S}, \mu^{S}\right),\left(T, \eta^{T}, \mu^{T}\right)$, and $\left(U, \eta^{U}, \mu^{U}\right)$, together with distributive laws $\lambda^{0}: U T \Rightarrow T U, \lambda^{1}: U S \Rightarrow S U$, and $\lambda^{2}: T S \Rightarrow S T$, if the diagram

(called the coherence condition or Yang-Baxter condition) commutes, the natural transformations

$$
\lambda^{2} U \circ T \lambda^{1}:(T U) S \Rightarrow S(T U)
$$

and

$$
S \lambda^{0} \circ \lambda^{1} T: U(S T) \Rightarrow(S T) U
$$

are distributive laws between monads (of the composite monad TU over $S$, and of $U$ over the composite monad $S T$ ), respectively). Moreover both of these laws yield the same composite monad on STU.

A difference between this result and the corresponding result from our paper is that the result in [Che07] is only presented in one direction, instead of as an equivalence. Thus, one can wonder if in this case, too, the result can be turned into an equivalence. In fact, it can be stated in the form of the following three-way equivalence:

Proposition 11. Given monads $S, T$, and $U$ and distributive laws $\lambda^{0}$, $\lambda^{1}$, and $\lambda^{2}$ as in the previous proposition, the following are equivalent:

1. The Yang-Baxter condition holds.
2. $\lambda^{2} U \circ T \lambda^{1}$ is a distributive law of the composite monad $T U$ over $S$.
3. $S \lambda^{0} \circ \lambda^{1} T$ is a distributive law of $U$ over the composite monad $S T$.

As a variant on this result, bridging the gap between it and our result, we will move to a setting where, rather than three monads, we have two monads, $\left(S, \eta^{S}, \mu^{S}\right)$ and $\left(T, \eta^{T}, \mu^{T}\right)$ and an endofunctor $F$, together with a distributive law between monads $\lambda^{0}: T S \Rightarrow S T$, and two distributive laws of the monad-over-endofunctor type, $\lambda^{1}: T F \Rightarrow F T$, and $\lambda^{2}: S F \Rightarrow F S$. We now obtain the following result, in much the same manner as before:

Proposition 12. Given monads $\left(S, \eta^{S}, \mu^{S}\right),\left(T, \eta^{T}, \mu^{T}\right)$, and an endofunctor $F$, together with distributive laws $\lambda^{0}: T S \Rightarrow S T, \lambda^{1}: T F \Rightarrow F T$, and $\lambda^{2}:$ $S F \Rightarrow F S$, the following are equivalent:

1. The Yang-Baxter condition holds, as follows:

2. $\lambda^{2} T \circ S \lambda^{1}$ is a distributive law of the composite monad $S T$ over $F$.
(Note that this result is very similar to, but different from, one direction of [BMSZ15, Proposition 7.1], which is concerned with two monads, an endofunctor, and one distributve law between these monads, and two Kleisli-type laws, i.e. laws of the endofunctor over both of the monads.)

In fact, the result can be related to the results from Section 4 by means of Lemma 2 and the following proposition:

Proposition 13. Given monads $\left(S, \eta^{S}, \mu^{S}\right)$ and $\left(T, \eta^{T}, \mu^{T}\right)$, an endofunctor $F$, and distributive laws $\lambda^{0}: T S \Rightarrow S T, \lambda^{1}: T F \Rightarrow F T$, and $\lambda^{2}: S F \Rightarrow F S$, the Yang-Baxter condition (3) holds if and only if the law $\hat{\lambda}^{1}=F \eta^{S} T \circ \lambda^{1}: T F \Rightarrow$ FST makes diagram (2) (Section 4) commute.

Connecting this result to the three product rules mentioned in this paper, we recall that the Hadamard product rule can also be given directly as a distributive law of type $T F \Rightarrow F T$ (with $T=-^{*}, F=K \times-^{A}$ ) using the strength operator. This law can be given concretely by

$$
\lambda_{X}\left(\prod_{i=1}^{n}\left(o_{i}, a \mapsto d_{i a}\right)\right)=\left(\prod_{i=1}^{n} o_{i}, a \mapsto \prod_{k=1}^{n} d_{i a}\right)
$$

with the difference that the right hand side is now regarded as an element of $F T$, instead of an element of $F S T$ (with $S=\operatorname{Lin}_{K}(-)$ ). The Leibniz and Brzozowski product rules, however, do not fit into this simpler scheme, as a direct result of the occurrence of a summation on the right hand side.

It thus turns out that, while the results from [Che07] are easily modified to a coalgebraic setting with laws $\lambda^{0}: T S \Rightarrow S T, \lambda^{1}: T F \Rightarrow F T$, and $\lambda^{2}: S F \Rightarrow F S$, the usage of distributive laws into a composite monad (where $\lambda^{1}$ is of the form $T F \Rightarrow F S T)$ allows us to specify product rules of the type $(x y)_{a}=x_{y} a+o(x) y_{a}$, where a summation occurs in the right hand side, that are not possible to specify in a two-step mechanism using the simple variant of the result in [Che07].

Additionally, in the case of distributive laws into composite monads, we require an octagonal coherence condition, rather than the hexagonal condition from [Che07].

## 7 Further directions

One interesting direction for future work consists of making a further generalization from copointed functors to comonads. Another possible direction, owing inspiration to [Wor09] (where it is shown that $K$-algebras are precisely the monoids in the monoidal category of $K$-semimodules), consists of investigating whether we can reverse the order of the two-step process in the concrete setting of product rules, going from $X$ via $\operatorname{Lin}_{K}(X)$ to $K\langle X\rangle$ instead of via $X^{*}$. Finally, it may be very worthwhile to further develop the Prolog-program, developed here in an ad hoc manner to prove a part of Theorem 5, into a more general tool able to (at least in certain contexts) prove commutativity of diagrams.
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[^0]:    * This work was supported by the Polish National Science Centre (NCN) grant 2012/07/E/ST6/03026.

[^1]:    ${ }^{1}$ For a semiring $K$ that is not commutative, one can define two distinct monad structures on $\operatorname{Lin}_{K}(-)$, with a different multiplication, one corresponding to left-$K$-semimodules, and one corresponding to right $K$-semimodules. When $K$ is commutative, these two monads are identical.

[^2]:    ${ }^{2}$ In the literature often called a unital associative algebra

[^3]:    ${ }^{3}$ See e.g. [Bec69] for $\mathbb{Z}$ and [Jac06a] for $\mathbb{N}$ and $\mathbb{B}$

[^4]:    ${ }^{4}$ If $K$ is not commutative, we can consider left $K$-semimodules, but for this paper, this is not relevant.
    ${ }^{5}$ called linear weighted automata in e.g. $\left[\mathrm{BBB}^{+} 12\right]$

[^5]:    ${ }^{6}$ In some of the literature, monads are called triples, but in this paper it simply means a list of three elements.

