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Abstract. In this paper we present a new approach to registration and
sequencing of microscope images obtained from serial sections of large
blood vessels at macroscopic levels of magnification. It is assumed that
subsequent section images may be located inadequately in the image se-
ries. Translations and rotations of the object of interest can occur. Some
images can be also reflected vertically or horizontally. The proposed al-
gorithm is based on the center of gravity estimation and the phase-only
correlation (POC) and uses standard image normalization as a prepro-
cessing procedure. The method is fully-automatic and robust to common
image distortions. The quality of registration is measured by the mean
value of the sum of absolute difference between images. This criterion
can be used also for slide images sequencing, when the image acquisi-
tion is performed independently for each section. A set of experiments,
carried out using sampled microscopic images of a vein section, proves
experimentally the effectiveness of the proposed approach.

Keywords: image processing, microscopic image, rigid image registra-
tion, image normalization, object matching, phase-only correlation

1 Introduction

Medical images are widely used within healthcare for diagnosis, planning treat-
ment, guiding treatment and monitoring disease progression. In many cases,
multiple images are acquired from subjects at different times and with different
imaging modalities. There is also a notion of comparing images obtained from
patient cohorts in place of single subjects captured multiple times [6].

A medical image can refer to various types of images that possess very dif-
ferent underlying physical principles and very different applications. It covers
images varying from microscopic images of histological sections to video images
used for remote consultation. It becomes crucial to find ways of accurately align-
ing the information in the different images and providing tools for visualizing
the combined images.

Image registration is a very important step in processing sequences of images
[6], [11], [16]. A large number of algorithms have been developed to perform
registration of medical and biological images. Image registration is the process
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of aligning multiple images representing the same scene that were captured at
a different time, at or by a different set of modalities [6]. The process involves the
transformation of the coordinate systems of the reference image and the input
image into the joint coordinate system. It must ensure that the correspond-
ing structures are precisely located at the same positions in the images to be
matched [3]. One type of approach in image registration consists of estimating
the geometric transformations of translation, rotation, scaling or perspective be-
tween the reference and input images, based on the pixel intensity. The process
is iterative and aims to optimize the elected measure of similarity between the
images. Other approaches may involve the identification of corresponding points
or areas in the images [5], [11], [16].

The most common problems of medical image registration cover the varying
deformations and distortions of the imagined tissues, the alignment of images
with different dimensionality, the alignment of images from different subjects or
the geometric distortion formed in the imaging process.

The other set of problems is finding the correct ways of assessing the reg-
istration accuracy. The required accuracy may vary between applications. The
most promising approach in ensuring acceptable accuracy is visual assessment
of the registered images before they are used [6], [9].

Image registration has application in many fields. It is used in remote sens-
ing for multi-spectral classification, environment monitoring, change detection
or weather forecasting. In medicine, it is used in signal fusion from multiple
sources to acquire more accurate information about the patient, to monitor
tumor growth or to compare patient data with anatomical atlases [6]. In [4],
a method of MRI image registration with sub-pixel accuracy and its application
in fMRI is presented. Other applications in biomedical image registration are
presented in [2], [10].

In this paper we present a new approach to the registration and sequencing
of microscope images [9], [13], [16] obtained from serial sections of large blood
vessels at macroscopic levels of magnification. It is assumed that subsequent
section images may be located inadequately in the image series. Furthermore,
not only translations and rotations of the object of interest can occur. Some
images can be also reflected vertically or horizontally. In general, the process
of acquiring the data is imperfect and leads to geometric and pixel intensity-
based distortions in the images. Due to the macroscopic levels of magnification
(less than 100) we can restrict the rigid registration of images, since object
deformation obtained during sectioning is here negligible. The small differences
between geometry of the subsequent images should not be corrected, because
these differences are caused by the natural morphological structure changes and
their viability depends on section thickness. The proposed algorithm is based on
the center of gravity estimation [1] and the phase-only correlation (POC) [3], [8],
[15], [12] and it uses a standard image normalization as preprocessing procedure
[7]. The method is fully-automatic and robust to common image distortions.
The quality of registration is measured by the mean value of the sum of absolute



3

difference between images (23). This criterion can be used also for slide image
sequencing, when image acquisition is performed independently for each section.

In the next Section the problem of microscopic section images registration
is formulated. Section 3 provides a concise description of specialized methods
used in the proposed registration procedure. Section 4 presents the detailed
registration procedure adapted to the blood vessel section images obtained at
macroscopic levels of magnification. Section 5 describes a set of experiments for
evaluating the performance of the proposed algorithm. The experimental data
consists of two sets of microscopic images containing vein sections. Finally, in
Section 6 some brief conclusions are presented.

2 Image Registration

An image is a two-dimensional sampled function f(x, y) with a discrete set of
coordinates x = 1, ..., N1 and y = 1, ..., N2, where N1 and N2 denote the width
and the height of the image. Color intensity of the pixels in the image takes up
values from the interval [0, 1]. Images are presented in greyscale.

Images f and g represent the same type of an object, captured with the
same or different modalities. The acquisition can result in the appearance of
differences between acquired objects. We may classify the differences into the
following categories: naturally occurring differences, noise-induced differences,
geometric distortions and intensity distortions.

The first type of differences stems from the two acquired objects being nat-
urally different from each other. It translates into the lack of correspondence
between the pixels of the two objects and the difference in intensity values of
those pixels. The difference is described with the value β(x, y)

β(x, y) = f(x, y) − g(x, y). (1)

If the objects in the images are non-identical, the sum of β(x, y) values will
be grater than zero. These differences should be retained, because they contain
true information about subsequent changes of the morphological structure under
consideration.

The other type of naturally occurring differences comes in the form of noise
induced during the acquisition process. This type of difference is always present
in the images.

The second group of differences, called distortions, corresponds to geometric
displacement of the captured scene and disparity of intensity levels in the image.

The difference in intensity levels of the images results in the objects appearing
in the images with varying intensity. Let us consider that each image’s intensity
changes can be described with parameters α and γ, which are called scaling
factor and offset, respectively. The intensity transformation is denoted with F
and describes the following dependency

F{f(x, y)} = αf(x, y) + γ. (2)
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The result of the intensity transformation F of the image f(x, y) is the im-
age αf(x, y) + γ. These image differences can be easily removed by the image
normalization procedure [7].

The geometric distortion in the acquired objects requires the geometric trans-
formation to map an object from one image to another, because the correspond-
ing points in the images do not match the corresponding points on the objects
in these images. The adequate geometric transformation is denoted with T and
maps both position and the intensity at that position from one image to another.
This dependency is given by

f(x, y) = T {g(x, y)}. (3)

We assume that the image g(x, y) is a translated, rotated and possibly reflected
(vertically or horizontally) replica of the image f(x, y).

The difference between these two images can be described by an unknown
displacement function (d1(x), d2(y)). So, we obtain

g(x, y) = f(x + d1(x), y + d2(y)) (4)

or
f(x, y) = g(x− d1(x), y − d2(y)).

The objective of the image registration is to estimate the affine displacement
function (d1(x), d2(y)). We assume that the displacement is a result (sum) of
geometric transformations of translation, rotation and reflection in a prescribed
order. We also assume that the values of the displacement (d1(x), d2(y)) can be
obtained by estimating the parameters of the respective composite geometric
transformations.

1. Rotation of the image by the angle θ around the point (x0, y0)

f(x, y) = g(xθ, yθ) (5)

where xθ and yθ are given by

xθ = (x− x0) · cos θ + (y − y0) · sin θ + x0

yθ = −(x− x0) · sin θ + (y − y0) · cos θ + y0.
(6)

2. Translation of the image by the translation vector (τ1, τ2)

f(x, y) = g(x− τ1, y − τ2). (7)

3. Reflection of the image. We consider two types of reflections: vertical and
horizontal. Reflection about a vertical axis of abscissa x0 is

f(x, y) = g(−x + 2x0, y) (8)

and the reflection about a horizontal axis of ordinate y0 is

f(x, y) = g(x,−y + 2y0). (9)

The displacement (d1(x), d2(y)) is a sum of displacements generated by each
of the transformations. The order by which the transformations are performed
is significant and it may influence the accuracy of the results of displacement
function estimation.



5

3 Used methods

We have used normalization of the intensity levels in the image as a preprocessing
step.

3.1 Normalization of the intensity levels in the image

The purpose of the normalization of the intensity levels in the image is elimina-
tion of the intensity-based distortion so the images that differ only in intensity
become identical [7]. Let f1 and f2 be two images which differ in the pixel inten-
sity space (see (2)). For arbitrary values of α and γ, the following dependency
holds

N{α1f + γ1} = N{α2f + γ2} (10)

where α1 and α2 are the intensity levels of the images f1 and f2, and γ1 and
γ2 are offsets of pixel intensities in both images, respectively. N denotes the
normalization function of the intensity in the image.

To normalize the intensity level of the image, the influence of α and γ coeffi-
cients needs to be eliminated. The standard normalization function [7] is given
by

N{f(x, y)} =
αf(x, y) − αµ

αfmax − αfmin
=

α(f(x, y) − µ)

α(fmax − fmin)
=

f(x, y) − µ

fmax − fmin
, (11)

where fmax is a maximum intensity value and fmin is a minimum intensity value
in the image. The µ parameter is the mean value of intensity in the image

µ =
1

N1N2

∑
x,y

f(x, y) (12)

where
∑

x,y denotes
∑N1

x=1

∑N2

y=1.

3.2 The center of gravity of the object in the image

Calculating the position of the center of gravity in an image allows us for de-
tection of the object and estimation of its position in the image. In practice it
allows us to reduce the size of the processed image to the area where the object
is localized.

We assume that a set of coordinates (x, y) in the image is the center of the
object to be detected. A detection algorithm, defined with a probability-based
function c(x, y), which results in a local maximum of c(x, y) around the center
of each detected object [1].

For an object in a greyscale image the center of gravity is weighted and is
defined as

(xc, yc) =

(∑
x,y xw(x, y)∑
x,y w(x, y)

,

∑
x,y yw(x, y)∑
x,y w(x, y)

)
(13)
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where
∑

x,y describes
∑N1

x=1

∑N2

y=1. The weight function w(x, y) is defined as

w(x, y) = a(f(x, y) −m) (14)

where m < minx,y(f(x, y)), when a > 0 and m > maxx,y(f(x, y)), when a < 0.
Parameter a decides if (xc, yc) drifts toward bright pixels (a > 0) or dark pixels
(a < 0) in the image.

The results give a sub-pixel estimate of the central coordinates of an ob-
ject. However, since we are not working with sub-pixel precision the results are
rounded to pixels. Of course, sub-pixel accuracy can be used, when more subtle
precision of image registration is necessary.

3.3 Rotation

We propose a simple, but relatively accurate, method of rotation estimation.
The image under consideration is rotated around the center of gravity (xc, yc)
for different θ values. New pixel values are calculated

xθ = (x− xc) · cos θ − (y − yc) · sin θ + xc

yθ = (x− xc) · sin θ + (y − yc) · cos θ + yc
(15)

and used subsequently in the algorithm presented in detail in the next Section.

3.4 The Phase-Only Correlation (POC) function

Correlation between phase-only versions of the two images to be aligned is used
for image registration. This matching technique uses the phase component of
two-dimensional discrete Fourier Transform (2D-DFT) of the two images [3], [8].
Furthermore, the POC method can be also used for rotation estimation [12].

We assume that f(x, y) is the reference image and g(x, y) is the translated
image of f(x, y) by (τ1, τ2), both of the size N1 × N2. For mathematical sim-
plicity we assume that the index ranges are x = −M1 · · ·M1 (M1 > 0) and
y = −M2 · · ·M2 (M2 > 0) with N1 = 2M1 + 1 and N2 = 2M2 + 1 [15].

The 2D Discrete Fourier Transforms (2D DFTs) of the images f(x, y) and
g(x, y), denoted F (k, l) and G(k, l), are defined as follows

F (k, l) =
∑
x,y

f(x, y)W kx
N1

W ly
N2

, (16)

G(k, l) =
∑
x,y

g(x, y)W kx
N1

W ly
N2

, (17)

where k = −M1 · · ·M1, l = −M2 · · ·M2, WN1 = e−j 2π
N1 , WN2 = e−j 2π

N2 , and

operator
∑
x,y

describes
M1∑

x=−M1

M2∑
y=−M2

. For the 2D DFTs of the images, the cross-

spectrum R(k, l) is given by

R(k, l) = F (k, l)G(k, l), (18)
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where G(k, l) is the complex conjugate of G(k, l). The cross-phase spectrum
R̂(k, l) is a normalized cross spectrum R(k, l) defined as

R̂(k, l) =
F (k, l)G(k, l)

F (k, l)G(k, l)
. (19)

The Phase-Only Correlation function r̂(x, y) is the 2D Inverse Discrete Fourier
Transform (2D IDFT) of R̂(k, l) and is given by

r̂(x, y) =
1

N1N2

∑
k,l

R̂(k, l)W−kx
N1

W−ly
N2

. (20)

If the images f(x, y) and g(x, y) are the same, i.e., f(x, y) = g(x, y), the POC
function is defined as

r̂(x, y) =
1

N1N2

∑
k,l

W−kx
N1

W−ly
N2

= δ(x, y) =

{
1 for x = y = 0
0 for others

(21)

where δ(x, y) is the Kronecker’s delta function. If the images are translated
by some values (τ1, τ2) as in (7) then r̂(x, y) is a translated Kronecker’s delta
function [17] given by

r̂(x, y) =

{
1 for (x, y) = (−τ1,−τ2)
0 for others

(22)

The position of the maximal value of POC function r̂(x, y) identifies the trans-
lation vector (−τ1,−τ2). It has an opposite sign to (τ1, τ2). Of course, there are
known many other methods of translation estimation (see for example [14] and
references cited therein). We have used the POC method, since it is relatively
robust to the images differences.

4 Algorithm Implementation

This section presents the proposed algorithm of object matching in the series
of vessel section images with the use of the Phase-Only Correlation function,
the center of gravity calibration and intensity levels correction. The algorithm
matches the input image to the reference image by estimating the values of the
parameters of the geometric transformations (5)-(9) forming the displacement
between the images.

In the proposed algorithm we can list the following steps: estimation of the
object position in the image, normalization of intensity in the image, rotation
alignment, displacement alignment, reflection alignment and assessment of the
match. The algorithm has a modular structure that allows for easy inclusion of
new procedures or modification and removal of already applied procedures.
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The main loop of the algorithm consists of the following steps:

1. Input the series of images
2. Normalize the images with the function (11).
3. for each pair of normalized images f(x, y) and g(x, y) in the series do:

Calculate the new position of the image center (xc, yc) for f(x, y) and g(x, y)
using the center of gravity function (13).
Extract the W1 × W2 window with the center at (xc, yc) from f(x, y) and
g(x, y).

4. loop for θ on range [−θmax, θmax] do: Rotate image gW (x, y) around its
(xc, yc) coordinates by the angle θ. The rotated image is denoted gWθ (x, y).

5. for the non-reflected image gW (x, y) do: Estimate the displacement (τ1, τ2)
with the POC function for the images fW (x, y) and gWθ (x, y).
Translate image gWθ (x, y) by the displacement (τ1, τ2).
Evaluate the match of fW (x, y) and gWθ (x − τ1, y − τ2) per criterion (23).
Record the results.

6. repeat for the vertically and horizontally reflected image gWθ (x, y).
7. repeat loop for the next value of θ.
8. Return the best result.

Estimating the center of gravity of an image allows for the initial detection of
the object in the image. The center of gravity (xc, yc) drifts toward the center of
the object. The estimation allows us to reduce the size of the processing images
f(x, y) and g(x, y) to the area around (xc, yc). The new set of images fW (x, y)
and gW (x, y) of size W1 ×W2 (where W1 < N1 and W2 < N2) is focused on the
mass of the object in the image and has most of the peripheral values removed,
making it better suited for the POC function. For fW (x, y) and gW (x, y) further
adjustments of the image center can be made.

Estimation of the center of gravity of the object in the image consists of the
following steps:

1. Calculate the preliminary coordinates of the center of gravity points (xf
c , y

f
c )

and (xg
c , y

g
c ) of images f(x, y) and g(x, y).

2. Assign values to indexes xW and yW of window W1 ×W2 with the center at
(xc, yc): xW = xc − W1

2 , . . . , xc + W1

2 and yW = yc − W2

2 , . . . , yc + W2

2
3. Extract the window area from images f(x, y) and g(x, y). The new set of

images, named fW (x, y) and gW (x, y), is the size of W1 ×W2 with centers
in (xf

c , y
f
c ) and (xg

c , y
g
c ) respectively; x = xW and y = yW for fW (x, y) and

gW (x, y).

The rotation procedure is performed on gW (x, y). The new image is ro-
tated by the angle θ around the center point of gW (x, y). For the rotated im-
age gWθ (x, y) a new space of coordinates is assigned (see (5)). The new values
are interpolated from g(x, y) using a linear method. The angular range of θ is
−θmax ≤ θ ≤ θmax. In practical application, we used θmax = 180◦ with 1◦

spacing.
Estimation of object translation with the POC function provides the trans-

lation vector (τ1, τ2) for the rotated by the angle θ image. This part consists of
the following steps:
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1. Calculate DFT for images fW (x, y) and gWθ (x, y). F (k, l) = DFT[fW (x, y)],
G(k, l) = DFT[gWθ (x, y)].

2. Calculate R̂(k, l) for F (k, l) and G(k, l).
3. Calculate r̂(x, y) of R̂(k, l).
4. Find coordinates of maximum value of r̂(x, y). It will be the vector of trans-

lation (τ1, τ2).

The value of translation vector (τ1, τ2) is obtained from the POC function
r̂(x, y) of fW (x, y) and gWθ (x, y). The image gWθ (x, y) is translated by (−τ1,−τ2).
The estimation with the POC function is repeated for the image gWθ (x, y) re-
flected horizontally and vertically.

The evaluation of the match is performed on the images fW (x, y) and gWθ (x−
τ1, y − τ2). The criterion is the mean value of the sum of absolute difference
between fW (x, y) and gWθ (x− τ1, y − τ2) given by

1

W1W2

∑
x,y

fW (x, y) − gW (x− τ1, y − τ2) (23)

The smaller the value of (23), the better the match is.
The final result consists of the value (23) and the set of parameters describing

the transformed image gW (x, y). These are the translation vector (τ1, τ2), the
rotation angle θ, the center of gravity point (xc, yc) and the information on the
type of reflection. The parameters allow for the geometric transformation of the
image g into the image f by using the set of equations (5)-(9).

5 Experiments and Discussion

This section describes a set of experiments for evaluating the performance of the
proposed algorithm. The experimental data consists of two sets of microscopic
images containing vein sections. We can distinguish two types of shapes for
these sections. The sets consist of six and five images of sizes 690 × 615 pixels
and 746 × 1144 pixels respectively. The sample images of each set are shown
in Fig. 1 and Fig. 2. The testing of the algorithm is performed on each image
sequence. The acquired results consist of the estimated values of the parameters

Fig. 1. The image set I consisting of 6 vein section images (I-1,I-2,I-3,I-4,I-5,I-6) of the
size 690 × 615 pixels.
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Fig. 2. The image set II (II-1,II-2,II-3,II-4,II-5) consisting of 5 vein section images of
the size 746 × 1144 pixels.

needed to match the input image to the reference image using the basic geometric
transformations. The parameters include: the center of gravity point (xc, yc), the
rotation angle θ, the translation vector (τ1, τ2) and the type of reflection applied.
The final results were chosen based on the value of the error criterion (23) used

Fig. 3. The results of the section images registration using the proposed method. I-5
registered with respect to I-1 (on the left) and I-2 registered with respect to I-3 (on
the right).

Table 1. The value of criterion (23) for the best match of the pair of images in set I.

I-1 0.0708 0.0781 0.0716 0.0569 0.0611

0.0651 I-2 0.0633 0.0708 0.0528 0.0511

0.0825 0.0690 I-3 0.0853 0.0787 0.0706

0.0669 0.0720 0.0776 I-4 0.0688 0.0616

0.0594 0.0526 0.0714 0.0717 I-5 0.0546

0.0650 0.0459 0.0619 0.0665 0.0557 I-6

to measure the accuracy of the match for each pair of images in the sequence.
The results are shown in Tables 1 and 2. A row in the table denotes the reference
image and a column denotes the input image to be matched. From these tables,
we can see that the error value varies depending on the reference image and the
input image used. The cause of this disparity lies in the initial differences between
the objects in the images. Therefore, assessing the value of the error criterion
(23), we have to consider evaluating each result based on which pair of images it
comes from. There is no constant threshold that applies to all results. The best
considered course of action is to choose the best match at the cross-section of the
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Table 2. The value of criterion (23) for the best match of the pair of images in set II.

II-1 0.1175 0.0895 0.0639 0.0676

0.1225 II-2 0.0979 0.1238 0.1265

0.0732 0.0953 II-3 0.0768 0.0733

0.0576 0.1062 0.0751 II-4 0.0627

0.0612 0.1248 0.0832 0.0605 II-5

analyzed image, i.e., the best result in both the row and the column containing
the image. The most reliable assessment remains the visual confirmation of the
acquired results.

The sample application of the acquired results to match the input image
to reference image is presented in Fig. 3. The matched image was obtained by
geometrically transforming the input image using the required parameters.

It should be noted that the method allows for the retrieval (building) of the
match for a pair of images using the composition of geometric transformations
from the corresponding pairs. Considering equation (4), it is also possible to
acquire a reverse match by transforming the reference image to match the input
image.

6 Conclusion

The paper presents a proposed algorithm of object matching for a series of
images. The approach makes use of the distinctive features of the objects to es-
timate the match. The algorithm is shown to perform on the objects that are not
identical, different on intensity level and geometrically transformed. It estimates
the parameters of the geometric transformation differentiating the images with-
out the influence of natural differences between the objects and the intensity of
the images. It should be indicated, that the proposed approach is rather simple.
It works in the image space domain and in the frequency domain consecutively,
reducing distortion introduced by images displacements.

The method allows for further series analysis of the images. There is a pos-
sibility of applying the method to image scheduling and sequence construction.
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